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Abstract

The objective of this thesis is to establish stability, existence, uniqueness and
model results for various classes of functional differential equations, with delay
which may be finite or state-dependent in Banach space.

Our results are based upon very recently fixed point theorems.
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Mild solution, stability, existence and uniquneness, state-dependent delays, fixed

point, functional differential equations.
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Résumé

L’objectif de cette these est d’établir la stabilité, I’existence, I'unicité et
les résultats du modele pour différentes classes d’équations
différentielles fonctionnelles, avec un retard qui peut étre fini ou
dépendant de |’état dans |’espace de Banach.

Nos résultats sont basés sur des théorémes de point fixe tres récents.
Mots et expressions clés :

Solution faible, stabilité, existence et unicité, retards dépendants de
I’état, point fixe, équations différentielles fonctionnelles.
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Introduction

Functional differential equations emerge in all fields of biology, engineering and physical
applications, and such equations have granted much attention in recent years. A good
directory to the literature for functional differential equations is the books by Hale
and Verduyn Lunel [33], Kolmanovskii and Myshkis [45], and the references therein.
During the last decades, existence and uniqueness of mild solutions.

functional differential equations has been studied extensively by many authors using
fixed point argument, measures of non-compactness, Semigroup of Linear Operator.
We mention, for instance, the books by Ahmed [3], Kamenskii et Al. [43], Pazy [51],
Wu [54], and the references therein. Hernandez in [40] proved the existence of mild
solutions for neutral equations. Studying the possibility of controlling a certain period
of a set of neutral functional differential equations by Fu in [24] 25]. Existence of
moderate and climacteric solutions of a class of neutral partial functional differential
Equations with non-local terms as I consider it Fu and Ezzinbi [26]. The existence
and regularity of solutions to functional and neutral functional differential equations
with unbounded delay studied by Henriquez [39] and Hernandez [40)}, [41]. Neutral func-
tional differential equations with infinite delay and Various classes of partial functional
have been studied by Adimy and Al. Balachandran and Dauer have considered various
classes of first and second order semi-linear ordinary, functional and neutral functional
differential equations on Banach spaces in [9].

Abstract neutral differential equations are found in the fields of applied mathematics,
that is why it has been largely studied over the past few decades. There is a reference
to literature the relevance to ordinary neutral differential equations is very broad, for
which we refer the reader to [33] only, which contains a comprehensive description of
such equations. Such as, for more on partial neutral functional differential equations
and related issues we refer to Adimy and Ezzinbi [1], Hale [32], Wu and Xia [55] and
[54] for finite delay equations.

A functional differential equation with state-dependent delays is frequently found in
applications Like typical equations (see, e.g., [4, [7, 12 [49]). The study of such equa-
tions is an active research area (see, e.g., [13, 1], 25, B3] 34}, 36, 37, 411, 46|, 47, 48] [52], 53].

This work consists of five chapters and each chapter contains more sections.
They are arranged as follows:

In Chapter [I], we introduce definitions, theories, and notations preliminary facts that
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will be used through this work.

In Chapter [2| we prove the existence of mild solutions of nonlinear neutral time vary-
ing multiple delay differential equations in Banach space.

In Chapter 3, we study and prove the existence and uniqueness of solutions for neutral
differential equations with state-dependent delays.

In Chapter [4] we solve the stability problem of neural networks equipped with state-
dependent state delay.

In Chapter [5 we introduce applications and models of neutral differential equations
with state-dependent delays.



Chapter 1

Preliminaries

In this chapter, we introduce notations, definitions, lemmas and fixed point theorems
which are used throughout this thesis. In this section, we introduce notations, defini-
tions, and preliminary facts which are used throughout this section.

1.1 Measure of Noncompactness

First, we define in this Section the Kuratowski (1896-1980) and Hausdorf measures of
noncompactness (MINC for short) and give their basic properties.

Definition 1.1.1. ([44]) Let (X,d) be a complete metric space and B the family of
bounded subsets of X. For every B € B we define the Kuratowski measure of noncom-
pactness a(B) of the set B as the infimum of the numbers d such that B admits a finite
covering by sets of diameter smaller than d.

Remark 1.1.1. The diameter of a set B is the number sup{d(z,y) : © € B,y € B}
denoted by diam(B), with diam(0) = 0.

It is clear that 0 < o(B) < diam(B) < +o0o for each nonempty bounded subset B of X
and that diam(B) = 0 if and only if B is an empty set or consists of exactly one point.

Definition 1.1.2. ([71]) Let E be a Banach space and Qg the family of bounded subsets
of E. The Kuratowski measure of noncompactness is the map o : Qg — [0, 00) defined

by
a(B) =inf{e >0 : BC U ,B; and diam(B;) < €},

where
diam(B;) = sup{||x — y|| : z,y € B;}.

The Kuratowski measure of noncompactness satisfies the following properties:

Lemma 1.1.1. ([71]) Let A and B bounded sets.

9



Preliminaries

(a) a(B) =0 < B is compact (B is relatively compact), where B denotes the closure
of B.

(b) nonsingularity : « is equal to zero on every one element-set.

(¢) If B is a finite set, then a(B) = 0.

(d) o(B) = a(B) = a(convB), where convB is the convex hull of B.
(e) monotonicity : A C B = a(A) < a(B).

(f) algebraic semi-additivity : a(A+ B) < a(A) + a(B), where

A+B={zx+y:z €A, ye B}

(9) semi-homogencity : a(AB) = |Ma(B); A € R, where A\(B) = {\z : x € B}.
(h) semi-additivity : a(A|J B) = max{a(A), a(B)}.

(i) (AN B) = min{a(A), a(B)}.

(j) invariance under translations : «(B + o) = «a(B) for any xy € E.

Remark 1.1.2. The a-measure of noncompactness was introduced by Kuratowski in
order to generalize the Cantor intersection theorem

Theorem 1.1.2. ([/])]) Let (X, d) be a complete metric space and { B, } be a decreasing
sequence of nonempty, closed and bounded subsets of X and lim «(B,) = 0. Then the

n—oo
intersection By of all B, is nonempty and compact.

In [42], Horvath has proved the following generalization of the Kuratowski theorem:

Theorem 1.1.3. ([/]|]) Let (X, d) be a complete metric space and {B;}ic; be a family
of nonempty of closed and bounded subsets of X having the finite intersection property.
If infa(Bi) = 0 then the intersection By, of all B; is nonempty and compact.

1€

Lemma 1.1.4. ([31]) If V C C(J, E) is a bounded and equicontinuous set, then
(1) the function t — a(V (t)) is continuous on J, and

au(V) = sup_ a(V(1)).

0<t<T

(ii) a (/OTx(s)ds Lz € v) < /OTa(V(s))ds,

where



1.2 Semigroup of Linear Operator

In the definition of the Kuratowski measure we can consider balls instead of arbi-
trary sets. In this way we get the definition of the Hausdorff measure:

Definition 1.1.3. ([{4]) The Hausdorff measure of noncompactness x(B) of the set B
15 the infimum of the numbers r such that B admits a finite covering by balls of radius
smaller than r.

Theorem 1.1.5. ([44]) Let B(0,1) be the unit ball in a Banach space X. Then
a(B(0,1)) = x(B(0,1)) = 0 if X is finite dimensional,
and a(B(0,1)) =2, x(B(0,1)) = 1 otherwise.

Theorem 1.1.6. ([44]) Let S(0,1) be the unit sphere in a Banach space X. Then
a(S(0,1)) = x(S(0,1)) = 0 if X is finite dimensional, and «(S(0,1)) =2, x(5(0,1)) =

1 otherwise.

Theorem 1.1.7. ([/]]) The Kuratowski and Hausdorff MNCs are related by the in-
equalities
X(B) < a(B) < 2x(B).

In the class of all infinite dimensional Banach spaces these inequalities are the best
possible.

Example 1.1.1. Let [*° be the space of all real bounded sequences with the supremum
norm, and let A be a bounded set in [*°. Then a(A) = 2x(A).

For further facts concerning measures of noncompactness and their properties we
refer to [5l [11], 44, 8] and the references therein.

1.2 Semigroup of Linear Operator

Definition 1.2.1. A one-parameter family S(t) for of bounded linear operators on a
Banach space X is a Cy-semigroup (or strongly continuous) on X if

(1) S(t)o S(s) =S(t+s), fort,s >0, (semigroup property),
(17) S(0) =1, (the identity on X );

(2ii) the map t — S(t)x is strongly continuous, for each x € X, i.e;

lim S(t)(x) =z, Vo € X.

t—0

Remark 1.2.1. A semigroup of bounded linear operators (S(t))i>o is uniformly con-
tinuous if

lim ||S(¢t) — I|| = 0.

t—0

11



Preliminaries

Here I denotes the identity operator in E. A strongly continuous semigroup of bounded
linear operators on X will be called a semigroup of class Cy or simply a Cy semigroup.
If only (i) and (ii) are satisfied we say that the family (S(t))i>0 of bounded linear
operators s a SEMIGroup.

Definition 1.2.2. Let S(t) be a semigroup of class (Cy) defined on X. The infinitesi-
mal generator A of S(t) is the linear operator defined by

Ax) = ’llll)r(l) = %, for x € D(A),
S(h)(x) — =

where D(A) = {z € X | ]llirr(l) = exists in X }.
%

h
Let us recall the following property:

Theorem 1.2.1. [51] If S(t) is a Cy-semigroup, then there exist w > 0 and M > 1
such that
1S()||BEy < M exp(wt), for 0 <t < oo (1.2.1)

Proof. We show first there is n € (0,1] such that

sup [|S(t)]| < +oo.
t€[0,n]

Assume the contrary, i.e Vn = £ € (0,1] with n € N: sup ||S(t)|| = +oo. It follows
t€[0,n]
that

Vn € N, 3¢, € [0, 2] such that sup || S(¢,)|| = +o0.

n>1

By uniform boundedness principle 3z € X : sup [|S(t,)z| = +oo that ||S(t,)z| is

n>1
unbounded. -
On the other hand Vz € X,R 3 ¢t — S(t)x € X is continuous at 0; that is Ve > 0,
36> 0: |t| <o=||S{t)r —z| <e.
In particular, let € = 1.
Then,
|1S(t)x — x| < 1.

Hence we obtain the estimates:
[S@)zl| — llzl| < |[[S@)zl| = [|z]]| < [|S#)x — =] < 1.

This implies that
[S@)z|| <1+ [l

But one has 0 < ¢, < % and then ¢, — 0 as n — +oo i.e take € = 9,

dng € N : [t,] < &5 Vn > ny,

12



1.2 Semigroup of Linear Operator

then
[S(tn)z|| <1+ [[z]], n > n;

it follows that
sup [|[S(t,)z] <1+ |z||,n > no. (1.2.2)

n>ng

Now let n = 1,2, ...,n9 — 1 there is only a finite number of S(¢,)x.
Let M* = max||S(t,)z||,n =1,2,...,n9 — 1. Then for these,

sup [|S(ty)z|| < M* forn =1,2,....,n9 — 1. (1.2.3)

So from (|1.2.2) and (1.2.3) we have sup ||S(t,)z| < 1+ ||| + M™.

n>1

Hence we get the contradiction,

Thus,
dn e (0,1] : sup [|S(t)] < +oc.
t€[0,n]

Let M := sup ||S(t)]|, since ||S(0)|| =1 then M > 1.
t€[0,n]

Let w = n~'log M. Given t > 0 with ¢t > 1 we have t = n(t)n + §, where 0 < § < 7

and n(t) € N.

By semigroup property

IS@I = [I1Sm" sl
< IS ON1S @)l
< MM = MM
t t
< MMn = Mexp(wnﬁ) = M exp(wt).
This completes the proof. O

Remark 1.2.2. If, M =1 and w = 0, i.e; ||[S(t)[|pw) < 1, for t > 0, then the
semigroup S(t) is called a contraction semigroup (Cp)

Theorem 1.2.2. If (S(t))i>0 is a Cy semigroup then t — S(t)x is continuous, for each
x € X is continuous from RT (the positive real line) into X.

Proof. Let tg >0, x € X.
We want to show that lim S(¢)(x) = S(to)z.

t—to

Case 1: t >t

S(t)(x) — S(to)r = S(to)[S(t — to)x — ]
15(@)(z) = S(to)xll < [|SE)ISE—to)z —zl| = 0 as t — to.

13



Preliminaries

Therefore, lim S(t)(x) = S(to)z.

+
t—t]

Case 2: t < tg

15@)(x) = S(to)xll = SBS(to —t)x — 2]

[S()(x) = S(to)zll < [[SOIS(to — ) —xl| = 0as £ — to.
Therefore, lim S(t)(z) = S(to)z.

t—ty

]

Theorem 1.2.3. Let S(t)i>0 be a Cy semigroup and A be its infinitesimal generator.
Then

(a) Forx e X,
1 t+h

lim — S(s)xds = S(t)z. (1.2.4)

h—0h J,

¢
(b) Forz e X, / S(s)xds € D(A) and
0

Al /0 ' S(s)ads) = S(t) — . (1.2.5)
(¢) Forz € D(A), S(t) € D(A) and
%S(f)(ﬂﬁ) = A(S(t)(x)) = S(t)(A(z)). (1.2.6)
(d) Forx € D(A)
S(t)a — S(s)z = / ' S(r) Awdr — / ' AS(r)adr (12.7)

lim S(t)(x) =z, Vo € X.

t—0

Proof. (a) Let x € X and h > 0; let’s write the estimates

1 t+h 1 t+h 1 t+h
||—/ S(s)xds — S(t)x|| = ||—/ S(s)xds——/ S(t)xds||
h Ji h Ji h Ji

< %/t 1S(s)z — S(t)z|ds. (12.8)

Changing the variable, set u +t = s, du = ds; if s = u then v =0 and s =t + h then
u = h.

% /t S(s)ds|[S(s)z — S(t)z|ds = % /0 1S(t + )z — S(t)z||du.

14



1.2 Semigroup of Linear Operator

Since v is a dummy variable one can write

1 t+h 1 h
= / S(s)rds||S(s)r — S(t)alds = / 1S(s + )z — S(t)z]ds.
t 0
Since t — S(t)x is a continuous function from Rt to X i.e, given € > 0, 36 > 0 such
that |t —to| < 0 then ||S(t)z — S(toz|| < €. Take h =ty —t, we can write the continuity

of t — S(t)z equivalentely as follows given € > 0, 3§ > 0 such that |h| < § then
|S(t)xr — S(t+ h)x| <e.

1" I
—/ ||S(s—|—t)x—5(t)x||ds<—/ eds = e.
h Jo h Jo

It is then natural to write

1 t+h 1 h 1 h
—/ |1S(s)x — S(t)x||ds = —/ |S(s+t)x — S(t)z||ds < —/ eds = e.
h J, h Jo h Jo
Therefore
) 1 t+h
}llli% 7 t S(s)xds = S(t)x.

(b) Let z € X and h > 0;
ot ¢ ¢
M/ S(s)xds = l/ S(S—l—h)mds—l/ S(s)xds
h 0 h Jo h Jo

1 t+h 1 t
= E/h S(s)xds—g/o S(s)xds.

In the right hand side we have set for the first integral u = s + h; du = ds; if s =0
then v = h and if s =t then u =t + h.

1 t+h 1 t 1 t 1 t+h 1 t
E/h S(s)xds—E/O S(s)xds = E/h S(s)xds—i—ﬁ/t S(S)xds—ﬁ/o S(s)xds

0 ¢
= l/ S(s)mds—i—aclh/ S(s)xds
h h 0

1 t+h 1 t
+E/t S(S)acds—ﬁ/o S(s)xds
1 t+h 1 t
= E/t S(s)xds—z/o S(s)xds.

and letting h — 0 the right-hand side tends to S(t)z —z € X, which proves (b).

15



Preliminaries

(¢) Let x € D(A) and h > 0; then

S(h) —1 _ S(t+h)—S(t)
. St)yr = Y x
—S@ﬁ%;%%S@M@%hAO (1.2.9)
Thus, S(t)z € D(A) and AS(t)z = S(t)z. implies also that
d+
ES(t)x = AS(t)x = S(t)Ax,

i.e the right derivative of S(t)x is S(t)Ax, to prove (1.2.6) we have to show that for
t > 0 the left derivative of S(t)z exists and equals S(t)Az.
This follows from,

g s 0] = e

—S(t)x]—i—flliir(l)(S(t—h)Ax—S(t)Ax)

and the fact that both terms on the right-hand side are zero, the first since xz € D(A)
and ||S(t — h)|| is bounded on 0 < h < ¢ and the second by continuity of S(t). This
conclude the proof of (c).

(d) Integrating ([1.2.6)) from s to ¢t we obtain (d). O

Corollary 1.2.4. If A is the infinitesimal generator of a Cy semigroup (S(t)i>0) then
D(A) the domain of A, is dense in X and A is closed linear operator.

t
Proof. Let x € X, set z; = %/ S(t)zds. By part (c) of Theorem [1.2.3| x; € D(A) for
0

t > 0 and by part (a) of the same theorem x; — x as t — 0. Thus D(A) = X.

Let (z,y) € A then there exist (z,,),>1 C D(A) such that (z,, Az,) = (z,9) ez, =
and Ax, — y.

By part (b) of Theorem [1.2.3] we have

5@%—%_AE@MWS (1.2.10)

t t

Claim: / S(s)Az,ds — / S(s)yds uniformly on bounded interval. Let t € [0, q]
0 0

with a > 0;

IA

I [ st anads = [ sasll < [ 15t6) Az — s

IN

t
/0 1S ()l Az — yllds
< Me‘”t||Axn—y||.

16



1.2 Semigroup of Linear Operator

Since Ax, — vy, it follows that

t t
lim sup H/ S(S)Axnds—/ S(s)yds|| =0,
0 0

=100 t[0,q]

therefore our claim is true. Using the previous claim and letting n — +oo in (|1.2.10))
yields

t
St)yr —x = / S(s)ydy. (1.2.11)

0
Dividing (L.2.11)) by ¢ > 0 and letting t — 0, we see, using part (a) of Theorem [1.2.3]
that © € D(A) and Az = y. O

Theorem 1.2.5. A linear operator A is the infinitesimal generator of a uniformly
continuous semigroup if and only if A is a bounded linear operator.

o0

tA)"
Proof. (a) It is known that the series E ( ') in norm for every ¢ > 0 and defines for
n!
n=0

each such t a bounded linear operator S(t). It is easy to see that

e S(t+s)=S(t)S(s), for all t,s > 0,

A — (tA)" — (tA)"
et = Z o I+ Z nl
n=0 n=1
tA 1 _ — (tA)!
AT = tAZ(n_l)!.

n=1

Taking the norm of both side, one has

0 tA n—1
=1l < Al S E
n=1 :

(n—

e (tA)n—l
< A —
< AN =

n=1
< Jef[ Al

let4 — I|| < t]||Alle!Il which goes to 0 as t goes to 0. Now, we claim that A is the

17
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infinitesimal generator of S(t). Let us prove our claim, let ¢ > 0. We have

tAn 1
tA I
e tA Z n—l
eth — T = (A
= A

t ;(n—l)!

ethd — [ = (tA)?
A= A[g(n—m_[}'

n=1

Taking the norm of both side, one has

eth —1 L (tA)
— <
=A< Y ey
= (tA)"
< IIAIIIIZER 1l = JA]l[[e" = 1]].
n=1

tA_]

ot _ Al < ||A][|S(£) = I||. Which implies as ¢ — 0% that lim - = A.
t t—0+

We have have established that S(t) is a uniformly continuous semgroup of bounded
linear operators on X and that A is its infinitesimal generator.
(b) Let S(t) be a Cy semigroup of bounded linear operator on X.

p p
Fix p > 0, small enough such that || [—p~! / S(s)ds|| < 1 this implies that p~* / S(s)ds
0 0
P
is invertible and therefore / S(s)ds is invertible.
0

Now, let h > 0,

h=Y(S(h) — 1) /0 " $(s)ds = h! /0 " S(h + 5)ds — b /0 " (s)ds

and therefore
p
h)—])/ S(s)ds = /Ss+hds—/ S(s)ds)
0

_ - (/hWS( )ds—/o S(s)ds)

P P
h=Y(S(h) — 1) = h_l(/ S(s)ds — / S(s)ds)(/ S(s)ds)_1 and letting h — 0 it
h 0 0
follows that h~'(S(h) — I) converges in norm to a bounded linear operator
p

(S(p—1) (/ S(s)als)_1 which is the infinitesimal generator of S(t). O
0
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1.3 Some Fixed Point Theorems

Theorem 1.2.6. Let (T'(t))i>0 and (S(t))i>0 be two Cy semigroup on X, generated
respectively by A and B. If A= B then T'(t) = S(t), t > 0.

Proof. Assume A = B and let x € D(A) = D(B).

Define a(s) :==T(t — s)S(s)x, s € [0,1].

From Theorem part (c¢) it follows that « is differentiable and that

o/(s) =LT(t — 5)S(s)x = =T(t — s)AS(s)x + T(t — s)BS(s)x = 0, since A = B.

S
It follows a(s) = constant. In particular, its values at s = 0 and s = ¢ are the same

that is T'(t)x = S(s)x Vx € D(A). By Corollary D(A) is dense in X and T'(¢),
S(s) are closed;
therefore T'(t)x = S(s)x; Vo € X.

For more details see |2, [6], 28], 29, [30, [38], 44}, 56]

1.3 Some Fixed Point Theorems

Theorem 1.3.1 (Banach’s fixed point theorem (1922) [16]). Let C' be a non-empty
closed subset of a Banach space X, then any contraction mapping T of C into itself
has a unique fized point.

Theorem 1.3.2 (Schaefer’s fixed point theorem [10]). Let X be a Banach space, and
N : X — X completely continuous operator.

If the set E ={y € X : y= ANy, forsome X\ € (0,1)} is bounded, then N has fized
points.

Theorem 1.3.3 (Darbo’s Fixed Point Theorem [27, [16]). Let X be a Banach space
and C' be a bounded, closed, conver and nonempty subset of X. Suppose a continuous
mapping T : C'— C s such that for all closed subsets D of C,

a(T(D)) < ka(D), (1.3.1)

where 0 < k < 1, and « is the Kuratowski measure of noncompactness. Then T has a
fized point in C'.

Remark 1.3.1. Mappings satisfying the Darbo-condition have subsequently
been called k-set contractions.

Theorem 1.3.4 (Monch’s Fixed Point Theorem [2, [50]). Let D be a bounded, closed
and convex subset of a Banach space such that 0 € D, and let N be a continuous
mapping of D into itself. If the implication

V =wmoN(V) or V=NV)U{0}= a(V)=0

holds for every subset V' of D, then N has a fixed point.
Here o is the Kuratowski measure of noncompactness.
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Chapter 2

Existence of Mild Solution for
Neutral Functional Equations

In this chapter, we study the existence of solutions for neutral differential equations of
the form:

x(t) + F(t, z(t), x(b1(t)), ..., (b
t : /

qile(t
Aat) + G(t, (1), 2(@r (1)), - 2(an
x(0) = xo.

t —
)),t € J=10,al, (2.0.1)

Where A is the infinitesimal generator of a compact analytic semigroup of bounded
linear operators T'(¢) in a Banach space X, F : [0,a] x X™™ — X G : [0,a] x
Xt — X are continuous functions. The delays a;(t),b;(t) are continuous scalar
valued functions defined on J such that a;(t) <t,b;(t) <t. The purpose of this paper
is to prove the existence of mild solutions for the same class of neutral equations with
mild solutions by applying Schaefer’s theorem instead of Sadovskii’s theorem.

2.1 Main Result

Let A: D(A) — X be the infinitesimal generator of a compact analytic semigroup of
uniformly bounded linear operator 7'(¢) defined on a Banach space X with norm || . ||.
Let 0 € p(A) then define the fractional power A%, for 0 < a < 1, as a closed linear
operator on its domain D(A%) which is dense in X. Further D(A®) is a Banach space
under the norm

|z [la=I A% |, for z € D(A?),

and is denoted by X, imbedding X, — Xz for 0 < 8 < o < 1 is compact whenever
the resolvent operator of A is compact. For semigroup {7(¢)} the following properties
will be used.

(a) there is a M; > 1 such that || T'(¢) ||< My, for all 0 <t < a.
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2.1 Main Result

(b) for any o > 0, there exists a positive constant M, > 0 such that

| A°T(t) | < Mot™,0 < t < a. (2.1.1)

Definition 2.1.1. A function x(-) is called a mild solution of the system if
x(0) = xg, the restriction of x(-) to the interval [0, a] is continuous and for each

0 <t < a the function AT(t — s)F(s,x(s),x(b1(s)),...,x(bm(s))), s € [0,1), is inte-
grable, and the following integral equation

x(t) = T(t)|[xo + F(0,zq,2(b1(0)),...,2(bys(0))]
—F(t,z(t), x(bi(1)), ..., x(bn(t)))

— fot AT (t — s)F(s,z(s),z(b1(5)), ..., x(bm(s)))ds

(2.1.2)

+ fg T(t—s)G(s,z(s),z(ai(s)),...,x(a,(s)))ds,
18 satisfied.
Assume that the following conditions hold:

(H1) For each t € J, the function G(t,-) : X" — X is continuous, and for each
(o, 1, ..., x,) € X" the function G(-, zg, 21, ..., 7,) : [0,a] — X is strongly
mesurable.

(H2) For each positive integer k there exists ay € L]0, a] such that

sup || G(t,xo, 21, ..., Tp) ||< ai(t) for te

[zoll--l|lznl[<k

(H3) The function F : [0,a] x X™"' — X is completely continuous and for any
bounded set Q in C([—r,a], X) the set

{t — F(t,z(t), z(ar(t)),...,z(an(t))) : v € Q},

is equicontinuous.

(H4) There exist 8 € (0,1) and a constant ¢; > Osuch that
I (A)PF(t,u(t) |< Ms,t € J.

(H5) There exists an integrable function m : [0,a] — [0,00)  such that
|Gt (t), x(ar(t)), ..., 2(an (1)) [I< (n + Dym()Q(]| x(t) [)),

where € : [0,00) — (0, 00) is a continuous nondecreasing function.
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Existence of Mild Solution for Neutral Functional Equations

/OGT?L(s)ds < /Ooo#é(s),

C = Mlm ZTo || +M3M4] + M3M4 +

(H6)

where

MsMsa®
—5 ;
My =l (A,
m(t) = Mym(t)(n + 1)
Now let us take
(t,z(t), z(bi(t)), ..., x(bn(t))) = (£, u(?)),
(t, z(t), z(a1(t)), - .., z(an(t))) = (¢, v(t)).

Theorem 2.1.1. If the above assumptions are satisfied then the problem has a
mild solution on J = [0, a].

Proof. Consider the Banach space Z = C(J, X') with norm
| @ [|= sup{| z(¢) | : t € J}.

To prove the existence of mild solution of (2.0.1) we have to apply Schaefer theorem
for the following operator equation

z(t) = A\z(t),0 < A < 1. (2.1.3)
Balachandran et al. Where ¥ : Z — 7 is defined as
(V) (t) = T(t)[x0+F(0,u(O))]—F(t,u(t))—/Ot AT(t—s)F(s,u(s))d3+/OtT(t—s)G(s,v(s))ds
. Then from we have
| 2(t) | < Ml o [| +MsMa] + My My + My fy M7 (8 = s)ds
+M, Jy(n+ Dm(s)Q] v(s) [|)ds
< M| @o || +MsM,y] + Ms My + %ﬁﬁ + My fot(n + D)m(s)Q]| v(s) [)ds.

Denoting the right hand side of above inequality as p(t) then

MgMQCL’B

Il 2(@) lI< u(t) - and p(0) = e = Mi[l} zo || +MsMa] + My My + =5,
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2.1 Main Result

p () = Mi(n+ Dm()Q(]| v(t) ) < Mi(n + 1)°m()Q(u(t)) < mB)[Qu(t))].

w(t) d a ©
/ i g/ m(s)ds</ 2 0<t<a (2.1.4)
(0) Q(s) 0 e s)

Inequality implies that there is a constant K such that u(t) < K.t € [0,a] and
hence we have || z ||=sup{| z(¢) |: t € J} < K, where K depends only on a and on the
functions m and €.

We shall now prove that the operator ¥ : Z — Z is a completely continuous operator.
Let By ={x € Z:|| x|1<k} forsome k > 1. We first show that ¥ maps By into
an equicontinuous family. Let z € By and tq,t5 € [0,a]. Then if 0 < t; < t3 < a,

This implies

| (Wz)(tr) — (W) (t2) |
<[ (T(t1) = T(t2)[zo + F (O, w(O)] || + [| Ftr, utr)) — Fta, u(tz)) ||

+ || f T(ty —s) —T(ta — s)|F(s,u(s))ds || + || j;jz AT (ta — s)F(s,u(s))ds ||
[T - ) T@—M(M)dﬂ+n/ ts — $)G(s,0(s))ds |
<[ (T'(t1) = T(t2))[wo + F(0,w(0)] | + [| F'(t1,u(tr)) — F(ta, u(tz)) |

11 t2
+/ | A[T(t1 —s) — Tty — s)] || M3Myds +/ || AT (ty — s) || M3sM,yds
0

t1

+AWT@—@—N@—@wmmmﬁ/WT@—wu%@@

t1

The right hand side is independent of x € B and tends to zero as ty —t; — 0,
since F' is completely continuous and the compactness of T'(t) for ¢ > 0 implies
continuity in the uniform operator topology. Thus ¥ maps B, into an equicontinuous
family of functions. It is easy to see that WBj is uniformly bounded. Next, we show
W B, is compact. Since we have shown W By, is equicontinuous collection, by the Arzela-
Ascoli theorem it suffices to show that ¥ maps B, into a precompact set in X.

Let 0 <t < a be fixed and let € be a real number satisfying 0 < € < t. For x € By,
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Existence of Mild Solution for Neutral Functional Equations

we define

(Wex)(t) =T(t)[xo+ F(0,u(0))] — F(t,u(t)) — /0 h AT (t — s)F(s,u(s))ds
—|—/0 _ET(t — 5)G(s,v(s))ds
=T(t)[zo + F(0,u(0))] — F(t,u(t)) —T(e) /0 h AT(t — s — €)F(s,u(s))ds

+T(e) /0 (= 5 — G5, 0(s))ds

Since T'(t) is a compact operator, the set Y.(t) = (V.z)(t) : x € By is precompact in X
for every €,0 < € < t. Moreover, for every x € By we have

| (@t - @) |
< / | AT(t - 5)P(s,u(s)) || ds + / | T(t - $)G(s,v(s)) || ds

< /t € | AT(t — s)F(s,u(s)) || ds + /t e | T(t = s) || an(s)ds

. Therefore there are precompact sets arbitrarily close to the set {(¥x)(t) : = € By}.
Hence, the set {(Vx)(t) : © € By} is precompact in X. It remains to show that U :
Z — Z is continuous. Let {z,}5° C Z with x,, — x in Z. Then there is an integer
q such that || z,(¢) ||< ¢q for all n and t € J, so z,, € B, and = € B,. by (H2)

G(t,v,(t)) — G(t,v(t)),

for each ¢t € J and since

I Gt vn(t) — G(t, 0(t)) | < 204(1),
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2.2 Application

Balachandran et al. we have, by the dominated convergence theorem, that

| W — Wz || = sup || [F(t, ua(t)) — F(t,u(t))]

teJ

n / AT(t = 8)[F (s, u(s)) — F(s.u(s)))ds

+/0 T(t— s)[G(s,un(s)) — G(s,u(s))]ds ||

< E(E un(t)) = F(E ul?)) |
+/0 I AT (& = s) [[[| F'(s,un(s)) = F(s,u(s)) [| ds

ﬁénqw—snmagwaﬁ)—G@wwwﬂﬁ

— 0,

as n — oo. Thus V¥ is continuous. This completes the proof that W is completely
continuous.

Finally the set ¢(¥) = {z € Z : x = AWz, X\ € (0,1)} is bounded, as we proved in
the first step. Consequently, by Schaefer theorem, the operator ¥ has a fixed point in
7. This means that any fixed point of ¥ is a mild solution of on J satisfying
(V) (t) = x(t). m

2.2 Application

As an application of Theorem (4.1.1]), we shall consider the system (5.1.1]) with a control
parameter such as

L e() 4+ F(t,z(t), z(bi(t), ..., 2(bn(t))))] = Az(t) + Bw(t)
+G(t 2(t), 2(ar(t), ... ... Lz(an(t))),t € J =[0,d], (2.2.1)
z(0) = xg
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Existence of Mild Solution for Neutral Functional Equations

Where B is a bounded linear operator from U, a Banach space, to X and w € L*(J,U).
In this case the mild solution of (2.2.1)) is given by

xz(t) =T(t)xo+ F(0,u(0))] — F(t,u(t)) — /0 AT (t — s)F(s,u(s))ds

n /0 T(t — 5)[Bw(s)ds + G(s,v(s))|ds

We say the system is locally controllable on the interval J if for any subset
Y C X and for every zg,x; € Y, there exists a control w € Ly(J,U) such that the
solution z(-) of satisfies z(a) = xy. Let X, = {z € X : |z| < r{ for some r > 0
and Z, = CY(J, X,).

Controllability of nonlinear systems of various types in Banach spaces has been stud-
ied by several authors by means of fixed point principles . Recently Balachandran and
Anandhi and Fu investigated the controllability problem for neutral systems. To es-
tablish the controllability result for the system we need the following additional
hypotheses.

(H7) The linear operator W : L?(J,U) — X defined by
Wu = / T(a — s)Bw(s)ds
0

has an induced inverse operator W~! which takes values in L*(J,U)/ker W and
there exists a positive constant Ms such that || BW ™! || < Ms.

(H3) a .
<] ag

c= M| xo || +Mszcr] + MsM, + %“aﬁ + MiNa,
N = Ma{|| @ || +Mi || wo || +MsM, + Mabdae

where

+ M, /Oa m(s)(n+ 1)Q(r)ds}.

Theorem 2.2.1. If the hypotheses (H1)-(HS) are satisfied, then the system is
controllable.

Proof. Using the hypotheses (HT7), for an arbitrary function z(.), define the control
w(t) = Wz —T(a)[zo + F(0,u(0))] + F(a, u(a))

+ /Oa AT (a — s)F(s,u(s))ds — /0 T(a—s)G(s,v(s))ds}(t)
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2.2 Application

We shall show that when using this control the operator ® : 7. — Z, defined by

(Pz)(t) =T(t)[zo+ F(0,u(0))] — F(t,u(t)) — /0 AT (t — s)F(s,u(s))ds

/o T(t —s)[Bw(s) + G(s,v(s))]ds,t € J,

has a fixed point. This fixed point is then a solution of (2.2.1)). Substituting w(t) in
the above equation we get (®x)(a) = 1, which means that the control w steers system
from the given initial condition xptor; in time a. Thus the system is
controllable. The remaining part of the proof is similar to Theorem 3.1 and hence it is
omitted. O
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Chapter 3

Functional Differential Equations
with State-Dependent Delays

3.1 Uniqueness of Mild Solutions

We study the uniqueness of solutions for neutral differential equations with state-
dependent delays of the following form, on J := [0, T

%(w(t) —g(t,z(t—n(t)))) = Alz(t) — g(t, z(t —n(t)))) + [tz x(t — T(L, 34))), t € J,
(3.1.1)

with initial condition
z(t) = (1), t € [-r,0], (3.1.2)
where A generates a strongly continuous semigroup (S(t)):>0 on a Banach space FE,

f:JIxC([-r,0],EYxE — E, g:JxFE — E are given functions, and ¢ : [-r,0] — E,
7:[0,7) x C([—r,0],E) = [0,7] and p : J — [0, 7] are also given continuous functions.

This chapter is organized as follows: in Section [3.1], we give one of our main Unique-
ness results for solutions of (3.1.1))-(3.1.2), with the proof based on Banach’s fixed point
theorem|[1.3.1] In Section 3.2} we give two other existence results for solutions of (3.1.1)-
(3.1.2). Their proofs involve the measure of noncompactness paired in one result with

a Monch fixed point theorem [1.3.4] and paired in the other result with a Darbo fixed
point theorm [1.3.3

Lemma 3.1.1. We say that a continuous function x : [—r,T| — E is a mild solution

of problem (3.1.1), if (t) = p(t), t € [-r,0] and
x(t) = St)[p(0) — g(0,z(=n(0)))] + g(¢t, z(t — n(t)))
+ fg S(t—s)f(s,xs,x(s —7(s,25)))ds, t € J.
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3.1 Uniqueness of Mild Solutions

Proof. we pose

g(s) = T(t—s)z(s), then

9(0) = T(t)xo = T(t)¢(0),

g(t) = T —t)x(t) = x(t)
and

g (s)= —AT(t — s)x(s) +T(t —s)z'(s)
=T(t — s)(—Ax(s) + 2/(s))

= Tt = s)(g'(t x(t —n(t)) = Ag(t, x(t —n(t))) + f(E, 20, (8 = 1(t, 21))))
= T(t—s)g(t,x(t—n)) — ATt —s)g+ Tt —s)f(t,ze,x(t — 7(t, z¢))

= (T(t = s)g(t,x(t = () + T(t — ) f(t, x0, x(t = 7(t, 5))

An integration from 0 to ¢ , we have:

o)~ 9(0) = (7=l + Tt — ) ds
o) = 2(0) = 9(0) +glt, (0~ (1) = (0,0, 2(-nO)) + [ Ttt ~ )
= TR0+ ottt n(0) ~ T (00D + [ TG~ 5)fds

z(t) = T(t)p(0) = (0, 2(=n(0))) + g(t, x(t = n(t))) + /0 T(t—s)fds
O

Lemma 3.1.2. (See [37]) Let a > 0, b > 0, r; > 0, ro > 0, 7 = max{ry,ra}, and
v : [0,0] = [0,00) be continuous and nondecreasing. Let u : [—r,0] — [0,00) be
continuous and satisfy the inequality

u(t) < o(t) +bu(t —r) + a/t u(s —rq)ds, t €0,0].

Then u(t) < d(t)e fort € [0, 0], where ¢ is the unique positive solution of
cbe™ + ae "2 = ¢, and

d(t) = max { v(t) max e “u(s)}, t € [0,0].

1 —be—cr’ —r<s<0
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Functional Differential Equations with State-Dependent Delays

Let 9 € C, Q) € E and €23 € E be open subsets of their respective spaces. Let
T > 0 be finite, or 7' = oo, in which case [0, 7] denotes the interval [0, c0).
We define the set

I={pel: e, o(=7(0,9)) € Qs ¢(—n(0)) € s}
Let us introduce the following hypotheses:

(H;) Aisthe generator of a strongly continuous semigroup S(t), t € J which is compact
for ¢ > 0 in the Banach space E. Let M > 0 be such that

IS(t)]| < M forallte J

(Hs) (i) f:J x Q1 x Qe — E is continuous;
(ii) f(t,v,u) is locally Lipschitz continuous in ¢ and w in the following sense: for
every finite o € (0,77, for every closed and bounded subset M; C €y of C' and
closed and bounded subset M, C €2, of E, there exists a constant
L1 > 0 such that

||f(t’¢17u1)) - f(t7¢27u2>>” < Ll( sup ||¢1(<) - ¢2(C)|| + ||U’1 - uQH):

CE[—T,—T()]
for every t € [0, 0], ¥1, 12 € My and uy, ug € Mo,

(Hs) (i) g : J x Q3 — E is continuous;
(ii) g(t,u) is locally Lipschitz continuous in w in the following sense: for every
finite o € (0,77, for every closed and bounded subset M3 C Q3 of E, there exists
a constant 0 < Lo < 1 such that

lg(t, w1) — g(t, u2)|| < Lafur — uall,
for every t € [0, 0] and uy, uy € Ms,
(H,) there exists a constant ro > 0, such that ro < 7(¢t,¢) <r, t € [0,T], and ¢ € Q.

(Hs) there exists a constant Lz > 0, such that

l9(¢) = (Ol < Lsli¢ =<,
for ¢, ¢ € [-r,0].

Theorem 3.1.3. Assume that assumptions (Hy) — (Hy) hold and let v € 1I. Then,
there exist 0 > 0 and 0 < o < T finite numbers such that

(i) P = Bo(v,6) C II;

(ii) the problem -(3.1.9) has a unique mild solution on a mazimal interval of
existence [—r,T) for all v € P.
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3.1 Uniqueness of Mild Solutions

Proof. We define the following constants K, Ky, K3 > 0 such that:

|| f(t7wa¢(_7—(t’¢))) HS Kl’

|9t ¥(=n(?))) < K>
and

= || (0)]].
Let 6 > 0 and

Ey={ue C([-r,0],E), u(t) = p(t)if t € [-r,0] and sup |lu(t) — p(0)] < }.

te(0,0]

It is clear that Ejy is a closed set of C'([—r, 0], E), for more details see [I5]. Transform
the problem (3.1.1)-(3.1.2)) into a fixed point problem. Consider the operator

N : Ey — C([-r,0], E)
defined by
o), t € [-7,0].
Na(t) =9 S®lp(0) — g(0, 2(=n(0))] + g(t, 2(t —n(t))) (3.1.3)
+/0 S(t — 8)f(s,xs,x(5 — 7(5,74)))ds teJ.
Note that a fixed point of N is a mild solution of (3.1.1)-(3.1.2). We will show that
N(Ey) C Ey.
Let v € Ey and t € [0,0]. We have
IN()(E) =) < [15®)[e(0) = g(0,v(=n(0)))] = L(O)[| + [lg(t, vt — ()]
+|| / (1 — ) (s, v, 0(s — (s,0,)))ds]
DOl + Mg (0, v(=n(O))] + llg (¢, v(t = n(@)))]]
M| / (s v 0(s = 7(5,00)))ds|

IA

IN

t
(M+1)K3+MK2+K2+MK1/ dS

0
(M + 1) K3 + (M + 1)K, + MoK,

IAINA
w
=
N
(%)

Hence,
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On the other hand, let v, w € Ey. Then for ¢t € [0, o], we have

[N (v)(t) = Nw)(@®)[ < [[S{#)[g(0,v(=n(0))) — g(0,w(—n(0)))]l|
+lg(t, vt —n(t))) — g(t, w(t —n(t)))|l
+|| / (t —3)[f(s,vs,v(s — 7(s,05)))

—f(s,we, w(s — 7(s,ws)))]ds|
< M Lallo(=n(0)) — w(—=n(0))|
+La[o(t —n(t)) — w(t —n@))|

VML /0 sup  [[0s(C) — we(C)]

CE[—T,—T‘o}
t
+ML1/ lo(s — 7(s,05)) — w(s — (s, w))||ds
0

< M Loflo(=n(0)) — w(=n(0))]
Lafo(t =n(t)) —w(t —n(t))|l

+ML1/0 sup  lvs(¢) — ws(Q)]|

CE[—T,—O’}

—i—MLl/O lv(s — 7(s,vs)) —w(s — 7(s,ws))||ds.

Since uy(¢) = u(t +¢) = @(t + ) = ¢(¢) for t € [0,0] and ¢ € [—r,—c]. We have
t—7(t,p) <t—ro<t—o<0forte|0o],sou(—7(te)) =g fort €[0,0], and
v(=n(0)) = w(=n(0)) = ¢(=n(0)). Then

IN()(1) = N(w)@®)| < MLa[lp(=n(0)) = ¢(=n(0))]]
FLof[o(t =n(t)) —w(t —n(1))]]

(
+ML1/0H|903 sl + llo(s = 7(s,05)) — (s = 7(s5, ¢5))]ds
)

< Lollo(t —n(t)) —w(t —n®))ll

< Ly sup sup |[v(t+60)—w(t+0)|
0e[—r,0] te[0,0]

S LQHU—’LUHOO.

Consequently,
IN(v) = N(w)l[oo < Laflv — w]|oo.

Since Ly < 1, N is a contraction. By the Banach fixed point theorem 1.3.1) we conclude
that N has a unique fixed point in Ey and the problem (3.1.1] - ) has a unique
mild solution on [—r, o].

32



3.1 Uniqueness of Mild Solutions

Let u(t) be the unique mild solution of problem (3.1.1)-(3.1.2) defined on its max-
imal interval of existence [0,7"), T > 0. Assume that 7' < co and

li t)|| < oo.
lim lu(®)]] < oo

Then, there exists a constant p > 0 such that ||u(t)| < p, for ¢t € [-r,T).
Note that (Hy) and (Hj3) imply that

1 (&, b, (=7 (¢, 4))) = F(O,0,0(=7(0, )| < La([[er =l + [¥(=7(£,4))
—o(=7(0,9))lI)

for t € [0, 0], ¥ € Bo(P,9). Similarly,
n(t

lg(t; ¥ (=n(8))) = (0, (=n(O))| < Lall(=n(t)) — & (=n(0))]]

for t € [0, 0], ¥ € Bo(p,6).
We define the following constants

= [17(0, 0, (=70, L)) + La(llell + o (=7(0, D)D),

c2 = [[9(0, o(=n(0) I + Lallo(=n(0))]|
Let t € [0,7). We obtain

lu@I < [15®)e(0) = (0, u(=n(0)))I
Hllg(t, ut —n()))ll

+||/ S(8)f(5,us, u(s — (s, us)))ds|

M{[lO)[I + llg (0, w(=n(ON))I] 4+ Lallut — n()|| + c2 + Ment
#0Ly [ hull + s = (s, u) s

M{[lO)[I + llg (0, w(=n(ON)I[] + Laflut — n()] + c2 + tMer
+tML1||u||OO+ML1/ lu(s — (s, u)) | ds

IA

IN

IA

t
v(t) + Lalju(t — )| +ML1/ [us —r2)l|ds
0

where ry =1, 1o = 7 and
v(t) = M[[le0)]| + l9(0, u(=n(0)|[] + c2 + tMer + M Ly [|ul| oo
By Lemma |3.1.2] it follows that
Ju(®)|| < d(t)e”
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for t € [0,T), where c is the unique positive solution of cLge™" + M Lie~“? = ¢, and

U(t) —cs
d(t) :max{ Tleeory 12X € %u(s), } te0,T).
It follows that lim w(t) exists. Consequently, u(¢) can be extended to 7', which con-
t—T~
tradicts the maximality of [0,7). O

3.2 Existence of Mild Solutions

In this section we apply a technique based on noncompactness measure assumption on

the nonlinear term in proving an existence result for problem (3.1.1))-(3.1.2)).
We introduce some additional hypotheses:

(Hs) The function f:J x C' x E — FE is continuous.
(Hg) (i) There exist constants ¢; > 0 and ¢ > 0 such that

lg(t,w)|| < erllul| + c2, ae. t € J, u € E;

(ii) the function g is completely continuous and for any bounded set B in €2, the
set { t = g(t,z(t —n(t))): x € B } is equicontinuous in €.

(H7) There exist ¢z > 0, p € L'(J,R;) and a continuous nondecreasing function
¥ :[0,00) — [0,00) such that

| f(t,u,v)|| < pt)(||ul) + csljv]|, for each uw € C,v € E and t € J.
(Hg) For each bounded B C F, B’ C E and t € J we have
a(f(t, B, B)) < p(t)a(B) + csa(B').
(Hy) For each t € J and bounded B C E we have
a(g(t, B)) < cia(B).
(Hyp) There exists ¢ > 0 such that

M@l + (M + D[erq + co] + M{[pl[14(q) + Tesq] < g.

Theorem 3.2.1. Assume that (Hy), (Hs), (Hes), (H7), (Hs), (Hg) and (Hi) hold.
Suppose that
[cr + M (cr + ||pllpr + esT)] < 1. (3.2.1)

Then the problem -(3.1.9) has at least one mild solution on [—r,T).
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3.2 Existence of Mild Solutions

Proof. Transform the problem (3.1.1)-(3.1.2)) into a fixed point problem. Consider the
operator

N:Q—Q
defined by
o(1), t e [—r 0]
oy | St ”f( ) — 9(0,a(=n(0)))] + g(t,a(t = n(1))) 522
i S(t—s)f(s,zs,x(s —7(s,x5)))ds teJ

Note that a fixed point of N is a mild solution of —.
We will show that N satisfies the assumptions of the Monch fixed point theorem
34
Consider the set
B, ={ueQ: Jul« < g},

where ¢ is the constant defined in (Hp). Clearly, the subset B, is closed, bounded,
and convex.

The proof will be given in several steps.

Step 1: N is continuous.
Using (Hg), it suffices to show that the operator Ny : Q — € defined by

Qp(t)a t t e [—7’, O]
Ni(z)(t) = S(t)e(0) + / S(t—s)f(s,zs,x(s —7(s,25)))ds , t€.J
0 (3.2.3)

Is continuous.

Let {u,} be a sequence such that u, — u in Q. Then

INi(u)(t) — N < | / St — 5)[ (5, thnes tns — (5, tns))
— (s, 00 s — 7(5, 1)) |

M / (5, ts tin(5 — (5, tns))

— (s, upyu(s — (s, u,))) s

t

M [ sup sup [[f(s,Uns, Uun(s +0))
0 0€[—r,0] s€[0,T]

— [ (s, us,u(s +0))|ds
< MT|FCoun, un() = G u, i)l

Since f is a continuous function, we have

IN

IN
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N1 () = Ni(u)lloo < MT||F (s i, un(-)) = f( ()l = 0 asn — oo

Thus N; is continuous.
Step 2: N maps B, into itself.

For each v € By, by (Hg), (H7) and (Hyp), we have for each t € [0, 7]

[N < [15)[e(0) = g(0, u(=n0))]I| + [[g(t, u(—n(0)))|l
—|—||/ (t—8)f(s, f(s,us,u(s —7(s,us)))ds||

IN

M)+ (4 + Diera +e2) + Mlua) | D(s)ds + esq / s
Mgl + (M + Dferg + 3] + Me@)llpller + MTesa.

IN

Thus
INWlloo < Ml[plloo + (M + D)ferg + co] + Mp(q)lIpllr + Tesql < g
Step 3: N(B,) is bounded and equicontinuous.

By Step 2, it is obvious that N(B,) C B, is bounded. Using (Hg), it suffices to
show that the operator N; defined in (3.1.3)) is equicontinuous.

Let 0 < 7,7 € J, 1 < 72 and B, be a bounded set of €2 as in Step 2. Let u € B,
then for each ¢t € J we have

[ N1 (u)(12) = Ni(u)(m)]| < HS(TQ)EO(O) — S(11)(0)]|
+ /0 1S(2 — 5) — S(11 — 8)||[p(s)¥(q) + csq]ds

+ / 1S(r2 — s) — S(r1 — )| [p(s)(q) + c3q]ds

T1

+ / 1S (2 — 8)||[p(s)1(q) + csq]ds.

T1

The right-hand side tends to zero as 7, — 71 — 0, and € sufficiently small, since S(t)
is a strongly continuous operator and the compactness of S(t) for ¢ > 0 implies the
continuity in the uniform operator topology.

Now let V' be a subset of B, such that V' C conv(N(V)U{0}). V is bounded and
equicontinuous and therefore the function ¢ — v(t) = a(V(¢)) is continuous on J. By
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3.2 Existence of Mild Solutions

(Hs), (Hy), and the properties of the measure o we have for each ¢ € J,

o(t) < a(N(V)(t) U {0})
< a(N(V)())
< a[Ma(V(=n(0))) + a(V(t —n(t)))]
—I—M/O [p(s)a(Vy) + csa(V (s — 7(s, V5)))] ds
< o [Mu(—=n(0)) +v(t —n(t)] + M/o [p(s)vs + csv(s — 7(s,V4))]ds
< aM +Dlvlle + M[lIpllz: 0]l + csTv]loc]
< e+ M(er + lIpller + esT]v]loe-

Then
[0]lo (1 = [e1 + M (c1 + ||p|l 2 + e3T)]) < 0.

Since [c1 + M (c1 + ||pllpr + sT)] < 1 it follows that v(t) = 0 for each t € J, and then
V(t) is relatively compact in E. In view of the Ascoli-Arzela theorem, V' is relatively
compact in B,. As a consequence of the Monch fixed theorem we deduce that N
has a fixed point which is a mild solution of problem ((3.1.1))-(3.1.2]). 0

O

For the next theorem we replace the condition (3.2.1)) by
a(M+1) < 1. (3.2.4)

Now, consider the Kuratowski measure of noncompactness a¢ defined on the family
of bounded subsets of the space C(J, E) by

ac(H) = sup supe " Oa(H(t +0)),
oc[—r,0] teJ

t
where L(t) = /0 (s)ds, 1(t) = M(p(t) +c5), 7> e
Our next result is based on the Darbo fixed point theorem [1.3.3

Theorem 3.2.2. Assume that (Hy),(Hs), (Hsg), (Hs), (Hy) and are satisfied.
Then the problem -(3.1.9) has at least one mild solution on [—r,T).

Proof. As in Theorem we can prove that the operator N : B, — B, defined in
that theorem is continuous and N(B,) is bounded.

Now, we show that the operator N : B, — B, is a strict set contraction, i.e., there is
a constant 0 < A < 1 such that a(N(H)) < Aa(H) for any H C B,. In particular, we
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need to prove that there exists a constant 0 < A < 1 such that ac(N(H)) < ac(H)
for any H C B,. For each ¢t € J we have

a((N(H)() < alMa(H(—n(0))) +a(H(t —n(t)))]
+M / ) + csa(H(s — 7(s, H,)))]ds
< 77(0))) +a(H(t —n(1)))]
+M/ [p(s)a(H,) + esa(H (s — (s, H)))]ds
< (=n(0))) + a(H(t —n(t)))]

Then

¢
+M sup supe_TL(s)a(H(s+0))/ et p(s) + e3)ds
0

oe[—r,0] s€J

IN

er[Ma(H(—7(0))) + a(H(t — n(t)))] + ac(H) / I(s)e O ds

t eTL(S)

/

ds

IN

a[Ma(H(=n(0))) + a(H(t —n(t)))] + ac(H)

0 T

cr[Ma(H(=n(0))) + a(H(t —n(t)))] + Ozc(H)%eTL(t)-

IN

e TEOG(N(H)(E) < e POMa(H(— n(O)))+a(H(t—?7(t)))]+OZC(H)%

1
< ¢[M+1] sup supe Fa(H(s+0)) + ac(H)=
0e[—r,0] s€J T

Consequently,

ac(NH) < [cﬂM—l—l)%—%]ozc(H).

So, the operator N is a set contraction. By the Darbo fixed point theorem [1.3.3| we
deduce that N has a fixed point which is a mild solution of problem (3.1.1)-(3.1.2)).

O

]
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Chapter 4

Stability of Differential Equations
with State-Dependent Delay

1. Let #Z and #7 represent the sets of real numbers and nonnegative real num-
bers, respectively. %" denotes the n-dimension Euclidean space. For a matrix
E, Mnae(E) is used to denote its maximum eigenvalue. Z(FE) stands for the
minimum value of all elements of matrix E. The vector 1-norm and 2-norm are
severally expressed by || - ||y and || - ||2.

2. Based on the work of Li and Yang, we put forward the following neural network
model with SDSD, which is described by

i) = —ami(t) + > _biigi(w;(1))
n 7=t (4.0.1)
+Y i fi(xi(t— (8, Z)))yi = 1,2, .. .t > o,

for the sake of presentation; we also give the compact form of system (4.0.1) as
follows:

2 (t)=—AZ )+ Bg(Z )+ Df(Z(t—7t, Z))), (4.0.2)

where n stands for the number of neurons in the network, v (t) denotes the upper
right derivative of 2°(t), 2 = Z°(t) = (z1(t), x2(t), ..., 2,(t))T, and x;(t) represents
the state of the ith neuron. A is a diagonal matrix, for i = 1,2,... n,a; > 0 and B
and D are constant matrices with corresponding dimensions.

(2 (1) = (g1(21)(8), G2(@2(D), . .-, gu(wa(D))T and [(2 (2t — 7(t, 2))) = (fa(wa(t -
r(t, 2).

folza(t — 7(t, Z7))), .., fulza(t — 7(t, 27))))T are the excitation functions of the ith
neuron at time tandt — 7(t, Z), respectively.

Furthermore, we use 27 (s) = U(s), s € [to — n, to] to denote the initial value of system
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Stability of Differential Equations with State-Dependent Delay

(4.0.2), where ¥ = U(s) = (U(s), Us(s),..., U, (s))" € €([to — 0, to), Z").

E([to — m,to], Z™) is a Banach space whose elements are continuous vector-valued
functions. These continuous functions map the interval [ty — 7,to] into Z". Let
[l = supy, _y<s<io || Y(s)|| stand for the norm of a function W(.) € €([to—n, to], Z"),
where ||.|| is the vector norm matching with the content of the paper.

Remark 4.0.1. 2 (t) is right-upper derivable, which implies that the solution of system
can be continuous but not smooth. The state delay T(t, ") is related to the state

of each neuron. For subsequent analysis, we need the following assumptions for system
and [£09)

assumption 4.0.1. Functions g(.), f(.) € Z" satisfy f(0) = 0,¢9(0) = 0. Through
Assumption , this ensures that & = 0 is a constant solution of systems

and .

assumption 4.0.2. ¢(.), f(.) € Z™ are locally Lipschitz continuous; in other words,
V1, P2 € Z, and we have

‘gz(ﬁl) - gl(ﬂ?)‘ S €1‘51 - 52‘7VZ S {1727 s 7”}7
|fi(B1) = fil B2)| S Gl B1 — Baf, Vi € {1,2,...,n},

where £; > 0 and {; > 0.

(4.0.3)

According to assumption (4.0.2), we can get two constant sets
{61,62,...,€n} and {61,62,...,671}._ B _
Let {¢1,0s,...,0,} and Iy = max{(y,ls,..., 0y}

assumption 4.0.3. The state delay 7(t, 2 )in€(Z+ x %", [0,1n]) is locally Lipschitz
continuous, namely, for any I'y,T'y € X", there always exists a constant £, > 0 such
that

|7(t,T1) — 7(¢t,Ty)| < ||y — Tyl (4.0.4)

assumption 4.0.4. When 2" = 0,7(t, Z°) has supremum equipped with 7o(< 1),
sup{7(t,0),t > to} = 7.
For ease of expression, let

T = max (— +Z|bﬂ|€>

g—maxZ|bﬂ|£
1<i<n

Definition 4.0.1. (see [58]) The zero solution of system is said to be locally
exponentially stable (LES) in region M ; if there exist constants v > 0 and Lyapunov
exponent ¢ > 0, for any t > ty, we have

|2 (0, @) Sy | W fla e 1), (4.0.6)

(4.0.5)
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where 2 (t;tg, V) is a solution of system with the initial condition U € € ([to —
n,tol, M), M C X", and M called a local exponential attraction set of the zero solu-
tion.

Lemma 4.0.1. Let I'1,I'y € #" and we have
7T, +TIT) < @Iy + o 'T2 Ty, (4.0.7)

for any w > 0.

4.1 Main Result

Theorem 4.1.1. Under Assumptions the zero equilibrium of system
1s LES if

m +m <0 (411)

and Lyapunov exponent ( > 0 satisfies
¢+ + mpesrl¥llatmo < (4.1.2)

Proof. . We assume that 27 (t;ty, V) is a trajectory of system (4.0.2)) with initial value
(to, V), where ¥ € €([ty — n,to], Z" and ¥ # 0. For the sake of convenience, let
V() =V, Z) =l Z() [h= 3 | z:@t) | and Vo = {supV(s), s € [to — 7, 0]}
Then, for any € € (0, (), we claim that

=Y/ (1) < Vp, Vit > . (4.1.3)

Firstly, when t = t,, (4.1.3)) holds. Next, we prove that (4.1.3)) holds on (o, +00). In
contrast to (4.1.3)), there are some instants on (¢y, +00) to make (4.1.3)) untenable, and

then we can find an instant ¢, > to; the following three events will happen:

1. =0V (1) =V,
2. eIV (1) < Vg, for VE € (tg — 1, 1,].

3. There exists a right neighbor of ¢,(U%(t,,)) such that V¢ € U (¢, €)
and eIV () > V.

On the contrary, by Assumptions [4.0.144.0.4] and combining (4.0.2), the derivative of
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elC=I=0)V/(¢)  at time ¢, is as follows:

(el IV (1))] 1y, :
€)elm NtV (1) [V (1)]] 1,

(—eVo+ 6“_6)“‘7‘“))(2 sgn(xi(ty))(ity)))

(e -
( =

= = W Y sl -

D IIEES oottt 20D

(€= e )

+ el *“§:§]%|“%

i=1 j=1
n o on

IN

(4.1.4)
+ NN TN byl (tg — T(ta, 2 (8)))]
i=1 j=1
<=9l
+ elém9liaho) 1{1%1(—% + > bl )12 (t) |
7j=1
b I max Z 2 || 2t~ (t 2) |
= (C—€+W1)Vo+€ WamrlaZ)=0) || 2ty — 7(tg, 27) ||
Xfﬂ-ze(c_E)T(tq:’%)
< (€ — e+ mp + eIt N,
= (= et m o+ e C Ot )~ (10 0)] (€ —e)r(tq ))Vo
<(C—etm+ me(c—e)(aH%(tq>ul+m>)v _
Together with the definition of V4, V/(¢),t, and condition (1), we have
I 27 (tg) h=V(ty) < Vo =] ¥ [la, (4.1.5)
and then from (4.1.2) and (4.1.4), we obtain
i(e(c—e)(t—to)v(tm _
dt t=tq 4.1
(¢ — e+ m + eIy || g < 0, (4.1.6)

which is a contradiction with condition (9), and thus, (10) holds. Consider the arbi-
trariness of €, let ¢ — 0, and then we obtain

STV (1) < Vo, Wt > to, (4.1.7)
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ie.,

| 2 (@) hi=V(®) <[] U |l e St vt > ¢, (4.1.8)

The reasoning process of , theorem [4.1.1}is completed. O

Example 4.1.1. Consider a 2-dimensional neural network with SDSD, which is de-
scribed by

T 1 T

X 0 x

(hon o) (o .
(

where to = 0 and

g:(+) = |xi(t) + 1] + |z — 1], 1=1,2,
fi(+) = sin(x;(t — |sin(x1(t) + 22(¢))])), 1=1,2, (4.1.10)
T(t, ) = [sin(z1(t) + x2(1))].

Evidently, t, = by = 2,6, = ly = 1,0, = 1,7(t,0) = 0,7(t, 2") € [0,1]. By

calculating,

. =1 (4.1.11)
7o = Imax Z ‘ bji ’ E = (0.31.

1<i<n 4
Jj=1

Then, from theorem m, system is LES. The trajectories of the solu-
tion from a random initial value are shown in Figure 1. As shown in Figure 1,
x1(t) and x5(t) in neural network model are convergent. Figure 2 shows
the phase diagram of system evolving with time.
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(1) (b)

Figure 4.1: Transient behavior of (a) z1(t) and (b) z5(t) in system (4.1.9)).
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= 04
X
| Y

Figure 4.2: Transient behavior of (z1(t), z2(t)) in system (4.1.9)).
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Chapter 5

Model and Application

A remark in [57] says that state-dependent delays arise in various circumstances, but
it seems not obvious how to single out a tractable class of equations which contains a
large set of examples which are well motivated. The difficulty of singling out a tractable
class of equations to include many interesting models may prove to be an extremely
valuable source to stimulate new mathematical techniques and theories. In this section
we describe differential equations with state-dependent delay that arise from electrody-
namics, automatic and remote control, machine cutting, neural networks, population
biology, mathematical epidemiology and economics.

5.1 A Two Body Problem of Classical Electrody-
namics

In Driver [21] (see also [17],23]), a mathematical model for a two-body problem of clas-
sical electrodynamics incorporating retarded interaction is proposed and analyzed. He
considers the motion for two charged particles moving along the x-axis and substituted
the expressions for the field of a moving charge, calculated from the Linéard-Wiechert
potential, into the Lorentz-Abraham force law. Radiation reaction is omitted, but time
delays are incorporated due to the finite speed of propagation, c, of electrical effects.
As a result, the model is a system of delay differential equations involving time delays,
which depend on the unknown trajectories. From this model and after some analysis,
he obtains a system of six delay-differential equations for the evolution of the states,
the velocities and the time delays. To describe his model, we denote by x;(t)(i = 1,2)
the positions of the two point charges on the axis in a given inertial system at time t
, the time of an observer in that system. Let v;(t) = 25(¢)(i = 1,2) be the velocities
of the charges. As mentioned above, we omit radiation reaction but allow an external
electric field, F.u(t,z), in the x — direction, that is assumed to be continuous over
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5.1 A Two Body Problem of Classical Electrodynamics

some open set D in the (¢, 2) — plane. Then the equation of motion of charge i is

mvL(t) -
- ()/cpr "

Ei(t,2i(t)) + i Bt (t, 25(1)), 4,5 € {1,2},5#4,  (5.1.1)

where m; is the rest mass and ¢; is the magnitude of charge 7, ¢ is the speed of light,
and F;(t,z) is the electric field at (t,z) due to other charge j # i. The magnetic
field of charge j is not involved in this one-dimensional case. The field at time ¢ and
at the point z;(t) produced by charge j is assumed to be that computed from the
Linéard-Wiechert potentials. The expression for this field involves a time lag, t — 7j; ,
representing the instant at which a light signal would have to leave charge j in order
to arrive at x;(t) at the instant ¢ . Therefore, the delay 7;;(¢) must be a solution of the
functional equation

Tii(t) =| ai(t) — x;(t — 755(t)) | /e. (5.1.2)
Clearly, 7;;(t) cannot be written explicitly. Because of the occurrence of time delays in
the model equation ([5.1.1]), one needs to specify initial trajectories of the two charges

over some appropriate interval [«, tg]. Consider now those initial trajectories and their
extensions (z1(t), z2(t)) defined on some interval [« ), where 5 > ty, such that

(a) each ;(t) is continuous and | z(t) |< ¢ for all t € [«, );
(b) xo(t) > a1 (t)andand(t, x;(t)) € Dfor allt € [to, B);

(c) the two functional equations 7§; =| x(to) — x;(to — 7};) | /c have solutions 75,1 #

j?i’j 6 {1’2}'

Then Driver proves that (z1(t),z2(t)) is a solution of (5.1.1).(5.1.2)) if and only if it

satisfies the following system of six delay differential equations for ¢ € (to, 3):

() = uilt),

7(t) = (=D %0i () —(=D)'w; (t=75i(t))

ji —(—1)iv, (t—mya(t)) (5.1.3)
v;(t) _ (=Dtajec (1)t (t—15(t
\ TI=o2()/2P2 (Tﬁ-)(t) ) 4 g B (8, (1)) /s,
where 7;i(to) = T](')iaai = qq2/(4megm;c®) (a constant, and in particular, €, is the

dielectric constant of free space), and (i,7) = (1,2)or(2,1). It is shown in Driver [21]
that if given initial trajectories satisfy condition (a) for a < ¢ < to, condition (b) at
to, and condition (c), and if E.. (¢, x) is Lipschitz continuous with respect to x in each
compact subset of D and if the initial velocity of each particle is Lipschitz continuous,
then a unique solution does exist. This solution can be continued as long as the charges
do not collide (lim z1(¢) = lim x4(t) as t approaches the right endpoint of the maximal
interval for existence) and neither (¢,z(t))nor(t,z2(t)) approaches the boundaryD.
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Model and Application

We remark here that in Driver and Norris [22], the above Lipschitz continuity for the
initial velocities is relaxed to the integrability of the initial velocity on [, to]. In Driver
[18], one special case was given where the positions and velocities of the particles at
some instant will determine the state of the system. More precisely, in this example of
electrodynamic equations of motion, instantaneous values of positions and velocities of
the particles will determine their trajectories, if the solutions are defined for all future
time. This property was frequently conjectured, asserted, or implicitly assumed, as in
Newtonian mechanics and as indicated by the long list of related references in Driver
[18], but this property should not be expected for general electrodynamic equations.
In the case where E..(t,x) = Ofor all(t,x) € R%and ifg;go > 0 (two point charges of
like sign), then limy; o [za(t) - 21(t)] = ocand | v;(¢) |< ¢ < cfor allt > «. This is a
quite interesting result as it indicates that the delay 7;;(¢) may become unbounded, as
such, one obtains a system of functional differential equation with unbounded state-
dependent delays. It is noted that if three-dimensional motions are considered, then one
obtains a functional differential system of neutral type where the delays are dependent
on the states, and the change rate of vi at the current time also depends on its historical
value v;(t — 7;;). More precisely, if we introduce a unit vector

x; — (¢ — 7))

U; =
CTjZ'

and a scalar quantity
1
Vi =1 = -t = 7i) -

as Driver [20] does, where indicates the dot or scalar product in Ry (note, of course,
71, Ty are now vectors in R3), then the Lorentz force law yields
(1= | v 2 /)12
vi(t) = a(1= v |7 /) [E; + (vi/c- E;)(u; —vi/c) — (vi/c-w;)Ej], (5.1.4)

m;

where E; is the retarded (vector-valued) electric field arriving at x; at the instant ¢
from particle j . This field, in R3, can be found from the Liénard-Weichert potentials

as
ke j
Ej = =k [ui — it — 750) /] [1= [ v | (¢ — 750)]

TiiVij

(5.1.5)

+Tfiqwj§j ui X ([ — vt = 75) /c] X v;(t = 75)),

where k£ > 0 is a constant depending on the units, and X indicates the vector cross
product in R*. The dynamical adaptation for 7;; is given by

u; - [vg — v;(t — Tji)].

CYij

() = (5.1.6)

In the above discussions, the motion of each particle is influenced by the electromag-
netic fields of the others, and due to the finite speed of the propagation of these fields,
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5.1 A Two Body Problem of Classical Electrodynamics

the model equations describing the motion of charged particles via action at a distance
will involve time delays which depends on the state of the whole system. In Driver [20]
and in Hoag and Driver [59], it is noted that if one considers that the basic laws of
physics are symmetric with respect to time reversal, then the existence of these delays
implies that there should also be advanced terms in the equations, and thus one is
led to a system of functional differential equations with mixed arguments (Hoag and
Driver [59]), and of neutral type (Driver [19]). In summary and in conclusion, despite
the fact that much of the work by Driver and his collaborators on electrodynamics was
published nearly 40 years ago, many interesting questions related to the fundamental
issues of electrodynamics remain unsolved mathematically and Driver?s models remain
as a source of inspiration for the theoretical development and a testing tool for new
results.
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Conclusion

The main goals of this thesis is to establish stability, existence, uniqueness and model
results for various classes of functional differential equations, with delay which may be
finite or state-dependent in Banach space.

In chapter [2], we prove the existence of mild solutions of nonlinear neutral time varying
multiple delay differential equations in Banach space. The purpose of this chapter is
to prove the existence of mild solutions for the same class of neutral equations with
mild solutions by applying Schaefer’s theorem instead of Sadovskii’s theorem.

In Chapter 3, we study and prove the existence and uniqueness of solutions for neutral
differential equations with state-dependent delays. with the proof based on Banach’s
fixed point theorem, Their proofs involve the measure of noncompactness paired in one
result with a Monch fixed point theorem and paired in the other result with a Darbo
fixed point theorem.

In Chapter [4] we solve the stability problem of neural networks equipped with state-
dependent state delays, and example for that.

In Chapter [5 we introduce applications and models of neutral differential equations
with state-dependent delays, a mathematical model for a two-body problem of classical
electrodynamics incorporating retarded interaction is proposed and analyzed.
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