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## Abstract

n the present master thesis, we seek to introduce the mean properties of the grey Brownian motion and to study the stochastic differential equations driven by generalized grey noise.

First, we give some preliminary background of stochastic calculus from the notion of stochastic processes and stochastic integration to stochastic differential equations. Then we give an overview of the theory of fractional calculus. We wanted to study a parametric class of stochastic processes to model both fast and slow anomalous diffusion. This class called generalized grey Brownian motion (ggBm) which is defined canonically in the so called grey noise space, then we show that it is possible to define it in an unspecified probability space. The ggBm is made up of self-similar with stationary increments processes ( H -sssi) and depends on two real parameters $\alpha \in(0,2)$ and $\beta \in(0,1]$. It includes fractional Brownian motion when $\alpha \in(0,2)$ and $\beta=1$, and standart Brownian motion when $\alpha=\beta=1$. Then we establish a substitution formula for stochastic differential equation driven by generalized grey noise.

Key words: Standard Brownian motion. Fractional Brownian motion. Grey noise. Grey Brownian motion. Stochastic differential equations. Fractional calculus.

## Résumé

Dans ce travail, nous cherchons à présenter les propriétés du mouvement Brownien gris, et à étudier les équations différentielles stochastiques dirigées par le bruit gris généralisé.

Premièrement, nous donnons quelques notions préliminaires sur le calcul stochastique partons de la notion de processus stochastiques et l'intégration stochastique afin de résoudre des équations différentielles stochastique, puis nous donnons un aperçu sur la théorie du calcul fractionnaire. Nous voulions étudier une classe paramétrique de processus stochastiques afin de modéliser une diffusion anormale rapide et lente. Cette classe appelée mouvement Brownien gris qénéralisé ( mBgg ) qui est définie canoniquement dans l'espace de bruit gris, alors nous montrons qu'il est possible de le définir dans un espace de probabilité non spécifié. Le mBgg est constitué de processus auto-similaires avec des incréments stationnaires (H-asas) et dépend de deux paramètres réels $\alpha \in(0,2)$ et $\beta \in(0,1]$. Il comprend un mouvement Brownien fractionnaire lorsque $\alpha \in(0,2)$ et $\beta=1$ et le mouvement Brownien standart lorsque $\alpha=\beta=1$. Ensuite, nous établissons une formule de substitution pour les équations différentielles stochastiques dirigées par le bruit gris généralisé.

Mots clés: Mouvement Brownien standard. Mouvement Brownien fractionnaire. Bruit gris. Mouvement Brownien gris. Equation différentielle stochastique. Calcul fractionnaire.

## Introduction

I
n recent years fractional Brownian motion and processes related to fractional dynamics have become an object of intensive study. Mathematically these processes in general lack both the Markov and the semi-martingale property, so that many of the classical methods from stochastic analysis do not apply, making their analysis more challenging. These processes are capable of modeling systems with long-range self interaction and memory effects by using fractional differential equations.

In 1992 Schneider introduced the notion of grey Brownian motion [31] in order to solve Caputo fractional differential equation. In the 90's Mainardi and al [11] started a systematic study of fractional differential equations, and introduced the generalized grey Brownian motion (ggBm for short). Mura, Mainardi [23] studied a class of self-similar stochastic processes with stationary increments to model anomalous diffusion in physics and they investigate the class of grey Brownian motion [6]. In 2018, Da Silva and Erraoui [8] studied the singularity of generalized grey Brownian motions with different parameters.

On the other hand, the field of stochastic differential equations and its applications has gained a lot of importance during the past three decades, mainly because it has become a powerful tool in modeling several complex phenomena in numerous seemingly diverse and widespread fields of science and engineering [26]. Recently, there has been a significant development in the existence and uniqueness of solution of stochastic differential equations. For more details on this topic, see for example the book of [26].

In contrast to the much attention attracted by stochastic differential equations and stochastic differential equations driven by fractional Brownian motion, stochastic differential equations driven by generalized grey Brownian motion is an unknown new subject
in the literature and there are only a few papers published in this field. Da Silva and Erraoui [7] studied the existence and the upper bound for the density of solutions of stochastic differential equations driven by generalized grey noise. Bock and Da Silva [3] derived solution of a linear Wick-type stochastic differential equation (SDE) driven by grey Brownian motion in a suitable distribution space.

This Master thesis aims on the one hand, to answer the mentioned above questions and to construct a comprehensive picture of what grey Brownian motion is? and secondly, the study of a class of stochastic differential equations deriven by grey noise.

This master thesis consists of three chapters.

The first one is devoted to stochastic calculus. After giving a background on stochastic calculus starting from the notion of stochastic processes. We move to the definition of stationary processes, self-similarity, $H$-sssi processes. As an example we give the mathematical definition of Brownian motion and its properties. After that we introduce Itô calculus and we finish the chapter by a brief overview of stochastic differential equations.

The Seconde chapter is devoted to a brief summary of the theory of fractional calculus. We wanted to make an overview of the concepts, basic properties, in the same time we give a general review on the fractional Brownian motion, we start by mathematical definition then the main properties of this stochastic processes and we finish this chapter by the main representation of fractional Brownian motion.

The Third chapter is the essence of this master thesis its deal to the stochastic differential equation via generalized grey Brownian motion, at first we present the generalized grey Brownian motion it's definition, properties then we present a global result about a substituation formula for a class of stochastic differential equation.

Finally, we give a conclusion. In witch we summarize the main results of this work.

## Chapter 1

## Preliminary Background

This chapter provides theoretical basis for this work. Definitions, properties of stochastic processes are discussed and some of concepts are clarified, such as self-similarity, H-sssi. There exists a vast literature that treats stochastic process. For more detail, we refer the reader to [23, 14, 28, [15, 10, (33).

### 1.1 Basic definitions

In this section we introduce some basic concepts concerning continuous time stochastic processes used freely later on. Let us fix a probability space $(\Omega, \mathcal{F}, \mathbb{P})$ and recall that a map $Z: \Omega \rightarrow \mathbb{R}$ is called a random variable if $Z$ is measurable as a map from $(\Omega, \mathcal{F})$ into $(\mathbb{R}, \mathcal{B}(\mathbb{R}))$ where $\mathcal{B}(\mathbb{R})$ is the Borel $\sigma$-algebra on $\mathbb{R}$.

What is a continuous time stochastic process? For us it is simply a family of random variables:

Definition 1.1.1. Let $I=[0, T]$ for some $T \in(0, \infty)$ or $I=[0, \infty)$. A family of random variables $X=\left(X_{t}\right)_{t \in I}$ with $X_{t}: \Omega \longrightarrow \mathbb{R}$ is called stochastic process with index set $I$.

The definition of a stochastic process can be given more generally by allowing more general $I$ and other state spaces than $\mathbb{R}$. In our case there are two different views on the stochastic process $X$ :

- The family $X=\left(X_{t}\right)_{t \in I}$ describes random functions by $\omega \mapsto f(\omega)=\left(X_{t}(\omega)\right)_{t \in I}$. The function $t \mapsto X_{t}(\omega)$ is called path or trajectory of $X$.
- The family $X=\left(X_{t}\right)_{t \in I}$ describes a process, which is, with respect to the time variable $t$, an ordered family of random variables $t \mapsto X_{t}$.

The two approaches differ by the roles of $\omega$ and $t$.

Definition 1.1.2. Let $X=\left(X_{t}\right)_{t \in I}$ and $Y=\left(Y_{t}\right)_{t \in I}$ be stochastic processes on $(\Omega, \mathcal{F}, \mathbb{P})$. The processes $X$ and $Y$ are versions or (modifications) of each other provided that

$$
\mathbb{P}\left(X_{t}=Y_{t}\right)=1, \quad \text { for all } t \in I
$$

Definition 1.1.3. Let $X=\left(X_{t}\right)_{t \in I}$ and $Y=\left(Y_{t}\right)_{t \in I}$ be stochastic processes on $(\Omega, \mathcal{F}, \mathbb{P})$. The processes $X$ and $Y$ are indistinguishable if and only if

$$
\mathbb{P}\left(X_{t}=Y_{t}, \quad \text { for all } t \in I\right)=1
$$

Definition 1.1.4. The finite-dimensional distributions of the real valued stochastic process $X_{t}=\left\{X_{t}\right\}_{t \in I}$ are the measures $\mu_{t_{1}, \ldots, t_{k}}$, defined on $\mathbb{R}^{k}$, such that

$$
\begin{equation*}
\mu_{t_{1}, \ldots, t_{k}}\left(A_{1} \times \cdots \times A_{k}\right)=\mathbb{P}\left(\left\{X_{t_{1}} \in A_{1}, \cdots, X_{t_{k}} \in A_{k}\right\}\right), \tag{1.1}
\end{equation*}
$$

where $k \in \mathbb{N}$ and $t_{i} \in I, i=1, \ldots, k$ a time sequence, $\left\{A_{1}, \ldots, A_{k}\right\}$ are Borel sets on $\mathbb{R}$.

Theorem 1.1.1. Let $X=\left(X_{t}, t \in I\right)$ and $Y=\left(Y_{t}, t \in I\right)$ be two real valued processes. Then $X$ and $Y$ have the same distribution (or law) if and only if their finite-dimensional distributions agree.

Proof: See (Watkins, [33]).
Theorem 1.1.2. ([26]) For all $\left\{t_{i}\right\}_{i=1, \ldots, k} \subset I, k \in \mathbb{N}$ let $\nu_{t_{1}, \ldots, t_{k}}$ be probability measures on $\mathbb{R}^{k}$, such that :

1. for all permutations $\pi$ on $\{1,2, \ldots, k\}$,

$$
\nu_{t_{\pi(1)}, \ldots, t_{\pi(k)}}\left(A_{1} \times \ldots \times A_{k}\right)=\nu_{t_{1}, \ldots, t_{k}}\left(A_{\pi^{-1}(1)} \times \cdots \times A_{\pi^{-1}(k)}\right),
$$

2. for any $m \in \mathbb{N}$,

$$
\nu_{t_{1}, \ldots, t_{k}}\left(A_{1} \times \cdots \times A_{k}\right)=\nu_{t_{1}, \ldots, t_{k}, t_{k+1}, \cdots, t_{k+m}}\left(A_{1} \times \cdots \times A_{k} \times \mathbb{R} \times \cdots \times \mathbb{R}\right) .
$$

Then, there exists a probability space $(\Omega, \mathcal{F}, \mathbb{P})$ and a real valued stochastic process $X$ defined on it, such that:

$$
\nu_{t_{1}, \ldots, t_{k}}\left(A_{1} \times \ldots \times A_{k}\right)=\mathbb{P}\left(\left\{X_{t_{1}} \in A_{1}, \ldots, X_{t_{k}} \in A_{k}\right\}\right),
$$

for any $\left\{t_{i}\right\}_{i=1, \ldots, k} \subset I, k \in \mathbb{N}$ and $A_{i} \in \mathcal{B}$.

Definition 1.1.5. Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space. A family of $\sigma$-algebras $\mathcal{F}_{t}=\left(\mathcal{F}_{t}\right)_{t \in I}$ is called filtration if $\mathcal{F}_{s} \subseteq \mathcal{F}_{t} \subseteq \mathcal{F}$ for all $0 \leq s \leq t \in I$.

The quadruple $\left(\Omega, \mathcal{F}, \mathbb{P},\left(\mathcal{F}_{t}\right)_{t \in I}\right)$ is called stochastic basis.
Definition 1.1.6. Let $X=\left(X_{t}\right)_{t \in I}, X_{t}: \Omega \rightarrow \mathbb{R}$ be a stochastic process on $(\Omega, \mathcal{F}, \mathbb{P})$ and let $\left(\mathcal{F}_{t}\right)_{t \in I}$ be a filtration.

- The process $X$ is called measurable provided that the function $(\omega, t) \rightarrow X_{t}(\omega)$ considered as map between $\Omega \times I$ and $\mathbb{R}$ is measurable with respect to $\mathcal{F} \otimes \mathcal{B}(I)$ and $\mathcal{B}(\mathbb{R})$.
- Adapted to the filtration $\left(\mathcal{F}_{t}\right)_{t \in I}$ if for each $t \in I$ one has that $X(t)$ is $\mathcal{F}_{t}$-measurable.

Let us recall the notion of a martingale.
 $t \geq 0, X$ is called martingale provided that for all $0 \leq s \leq t \in I$, one has

$$
\mathbb{E}\left(X_{t} \mid \mathcal{F}_{s}\right)=X_{s}, \quad \text { a.s. }
$$

Definition 1.1.8. Let $X=\left(X_{t}\right)_{t \in I}$ be a stochastic process. The process $X$ is continuous provided that $t \mapsto X_{t}(\omega)$ is continuous for all $\omega \in \Omega$.

Gaussian processes form a class of stochastic processes used in several branches in pure and applied mathematics.

Definition 1.1.9. A real-valued stochastic process is called Gaussian of all its finitedimensional distributions are Gaussian, in other words, if they are multivariate normal distributions.

### 1.1.1 Stationary processes

Stationarity is a rather intuitive concept, it means that the statistical properties of the process do not change over time.

Definition 1.1.10. A stochastic process $\left\{X_{t}\right\}_{t \geq 0}$ is said a stationary process if any collection $\left\{X_{t_{1}}, X_{t_{2}}, \ldots, X_{t_{n}}\right\}$ has the same distribution of $\left\{X_{t_{1}+\tau}, X_{t_{2}+\tau}, \ldots, X_{t_{n}+\tau}\right\}$ for all $t \geq 0$ and each $\tau \geq 0$. That is,

$$
\left\{X_{t_{1}}, X_{t_{2}}, \ldots, X_{t_{n}}\right\} \stackrel{d}{=}\left\{X_{t_{1}+\tau}, X_{t_{2}+\tau}, \ldots, X_{t_{n}+\tau}\right\}
$$

Definition 1.1.11. A stochastic process $\left\{X_{t}\right\}_{t \geq 0}$ is said a stationary increment process, shortly si, if for all $t \geq 0$ and for any $h \geq 0$ :

$$
\begin{equation*}
\left\{X_{t+h}-X_{h}\right\}_{t \geq 0} \stackrel{d}{=}\left\{X_{t}-X_{0}\right\}_{t \geq 0} \tag{1.2}
\end{equation*}
$$

### 1.1.2 Self-similar processes

Self-similar(shortly ss) processes, introduced by Lamperti [15, 10], are the ones that are invariant under suitable translations of time and scale. In the last few years there has been an explosive growth in the study of self-similar processes.

Definition 1.1.12. (Self-similar processes) A real valued stochastic process $X=\left\{X_{t}\right\}_{t \geq 0}$ is said self-similar with index $H \geq 0$, shortly $\boldsymbol{H}$-ss, if for all $t \geq 0$ and for any $a>0$

$$
\left\{X_{a t}\right\}_{t \geq 0} \stackrel{d}{=}\left\{a^{H} X_{t}\right\}_{t \geq 0}
$$

Remark 1.1.1. Observe that, if $X$ is an $\mathbf{H}$-ss process, then all the finite-dimensional distributions of $X$ in $[0, \infty[$ are completely determined by the distribution in any finite real interval.

Corollary 1.1.1. For $H>0, \boldsymbol{H}$-ss process starts at 0 a.s.
Proof: We have for all $a$ that $X_{0}=X_{a 0} \stackrel{d}{\sim} a^{H} X_{0}$. Then, letting $a \rightarrow 0$, we obtain the result.

Proposition 1.1.1. Let $X=\left\{X_{t}\right\}_{t \geq 0}$ be a non-degenerat $\}^{1}$ stationary process, then $X$ can not be an $\boldsymbol{H}$-ss process.

[^1]Proof: Indeed, for any $a>0$ :

$$
X_{t} \stackrel{d}{=} X_{a t} \stackrel{d}{=} a^{H} X_{t},
$$

by stationarity and self-similarity of the process $X$. Let $a \longrightarrow \infty$. Then the family of random variables on the right diverge with positive probability, whereas the random variable on the left is finite with probability one, leading to a contradiction.

Nevertheless, there is an important connection between self-similar and stationary processes.

Proposition 1.1.2. Let $\left\{X_{t}\right\}_{t \geq 0}$ be an $\boldsymbol{H}$-ss process; then the process

$$
\begin{equation*}
Y(t)=e^{-t H} X\left(e^{t}\right), \quad t \in \mathbb{R} \tag{1.3}
\end{equation*}
$$

is stationary. We have the converse, in the sense that if $\left(Y_{t}\right)_{t \in \mathbb{R}}$ is stationary, then

$$
\begin{equation*}
X_{t}=t^{H} Y(\ln (t)), \quad t \geq 0 \tag{1.4}
\end{equation*}
$$

is $H-s s$.

Proof: Let $\theta_{1}, \ldots . \theta_{d}$ be real numbers. If $\{X(t), 0<t<\infty\}$ is $\mathbf{H}$-ss, then for any $t_{1}, \ldots, t_{d} \in \mathbb{R}^{1}$ and $h>0$,

$$
\begin{aligned}
\sum_{j=1}^{d} \theta_{j} Y\left(t_{j}+h\right) & =\sum_{j=1}^{d} \theta_{j} e^{-t_{j} H} e^{-h H} X\left(e^{h} e^{t_{j}}\right) \\
& \stackrel{d}{=} \sum_{j=1}^{d} \theta_{j} e^{-t_{j} H} X\left(e^{t_{j}}\right) \\
& =\sum_{j=1}^{d} \theta_{j} Y\left(t_{j}\right),
\end{aligned}
$$

proving that $\{Y(t), t \in \mathbb{R}\}$ is stationary.
Conversely, if $\{Y(t), t \in \mathbb{R}\}$ is stationary, then for $t_{1}, \ldots, t_{d}>0$ and $a>0$

$$
\begin{aligned}
\sum_{j=1}^{d} \theta_{j} X\left(a t_{j}\right) & =\sum_{j=1}^{d} \theta_{j} a^{H} t_{j}^{H} Y\left(\ln (a)+\ln \left(t_{j}\right)\right) \\
& \stackrel{d}{=} \sum_{j=1}^{d} \theta_{j} a^{H} t_{j}^{H} Y\left(\ln \left(t_{j}\right)\right) \\
& =\sum_{j=1}^{d} \theta_{j} a^{H} X\left(t_{j}\right)
\end{aligned}
$$

proving that $\{X(t), t>0\}$ is $\mathbf{H}$-ss.
The transformation defined by (1.3) is called the Lamperti transformation.

### 1.1.3 H-sssi processes

Definition 1.1.13. $A$ stochastic process $X=\left\{X_{t}\right\}_{t \in I}, \mathcal{F}$-adapted, which is $\boldsymbol{H}$-ss with stationary increments, is said $\boldsymbol{H}$-sssi process with exponent $H$.

In the following we always suppose that $\mathbb{E}\left(X_{t}^{2}\right)<\infty, t \in I$. let $X=\left\{X_{t}\right\}_{t \in I}, \mathcal{F}$ adapted, be an $\mathbf{H}$-sssi process with finite variance ${ }^{2}$, the following properties hold:

1. $X_{0}=0$ almost surely.
2. If $H \neq 1$, then for any $t \geq 0, \mathbb{E}\left(X_{t}\right)=0$.
3. One has:

$$
X(-t) \stackrel{d}{=}-X(t),
$$

it follows from the first property and the stationarity of the increments:

$$
X(-t) \stackrel{\text { a.s. }}{=} X(-t)-X(0) \stackrel{d}{=} X(0)-X(t) \stackrel{\text { a.s. }}{=}-X(t) .
$$

The above property allows us to extend the definition of an $\mathbf{H}$-sssi process to the whole real line (i.e $\left\{X_{t}\right\}_{t \in \mathbb{R}}$ ).
4. Let $\sigma^{2}=\mathbb{E}\left(X_{1}^{2}\right)$. Then,

$$
\begin{equation*}
\mathbb{E}\left(X_{t}^{2}\right)=|t|^{2 H} \sigma^{2} . \tag{1.5}
\end{equation*}
$$

[^2]Indeed, from the third property and the self-similarity:

$$
\mathbb{E} X(t)^{2}=\mathbb{E} X^{2}(|t| \operatorname{sign}(t))=|t|^{2 H} \mathbb{E} X^{2}(\operatorname{sign}(t))=|t|^{2 H} \mathbb{E}\left(X_{1}^{2}\right)=|t|^{2 H} \sigma^{2} .
$$

5. The autocovariance function of an $\mathbf{H}$-sssi process ${ }^{3} \mathrm{X}$, with $\mathbb{E}\left(X_{1}^{2}\right)=\sigma^{2}$, turns out to be:

$$
\begin{equation*}
\gamma_{s, t}^{H}=\frac{\sigma^{2}}{2}\left(|t|^{2 H}+|s|^{2 H}-|t-s|^{2 H}\right) . \tag{1.6}
\end{equation*}
$$

It follows from the fourth property and the stationarity of the increments

$$
\mathbb{E}\left(X_{s} X_{t}\right)=\frac{1}{2}\left(\mathbb{E} X_{s}^{2}+\mathbb{E} X_{t}^{2}-\mathbb{E}\left(X_{t}-X_{s}\right)^{2}\right)
$$

6. If $X=\left\{X_{t}\right\}_{t \in I}$ is an $\mathbf{H}$-sssi process, then one must have $H \leq 1$.

The constraint of the scaling exponent follows directly from the stationarity of the increments:

$$
2^{H} \mathbb{E}\left|X_{1}\right|=\mathbb{E}\left|X_{2}\right|=\mathbb{E}\left|X_{2}-X_{1}+X_{1}\right| \leq \mathbb{E}\left|X_{2}-X_{1}\right|+\mathbb{E}\left|X_{1}\right|=2 \mathbb{E}\left|X_{1}\right|,
$$

therefore, $2^{H} \leq 2 \Longleftrightarrow H \leq 1$.

Remark 1.1.2. The case $H=1$ corresponds a.s. to $X_{t}=t X_{1}$. Indeed, on the $L^{2}(\Omega, \mathbb{P})$ norm:

$$
\mathbb{E}\left(X_{t}-t X_{1}\right)^{2}=\mathbb{E}\left(X_{t}^{2}+t^{2} X_{1}^{2}-2 t X_{t} X_{1}\right)=\sigma^{2}\left(2 t^{2}-2 t^{2}\right)=0 .
$$

### 1.1.4 The basic examples of stochastic processes, The Brownian motion

The most important stochastic process is the Brownian motion. It was first discussed by Louis Bachelier in 1900, and independently by Einstein in his 1905 paper. The modern mathematical treatment of Brownian motion (abbreviated to BM), also called the Wiener process is due to Wiener in 1923, who proved that there exists a version of BM with continuous paths. Note that BM is a Gaussian process, a Markov process and a martingale. Hence its importance in the theory of stochastic process. It serves as a basic building block for many more complicated processes. For further history of Brownian motion and related processes we cite Meyer [19], Klebaner [14] and Pitman [28].

[^3]
### 1.1.4.1 Definition of Brownian Motion

We now start to define and study Brownian motion (Wiener process).
Definition 1.1.14. (Brownian motion) A stochastic process $\{B(t), t \geq 0\}$ is said to be a Brownian motion with variance parameter $\sigma^{2}>0$ if:
(i) $B(0)=0$.
(ii) (Independent increments.) For each $0 \leq t_{1}<t_{2}<\ldots<t_{m}$,

$$
B\left(t_{1}\right), B\left(t_{2}\right)-B\left(t_{1}\right), \ldots, B\left(t_{m}\right)-B\left(t_{m-1}\right),
$$

are independent r.v.'s.
(iii) (Stationary increments.) For each $0 \leq s<t, B(t)-B(s)$ has a normal distribution with mean zero and variance $\sigma^{2}(t-s)$.
(iv) (Continuity of paths.) $\{B(t)\}_{t \geq 0}$ are continuous functions of $t$.

Remark 1.1.3. - Notice that the natural filtration of the Brownian motion is $\mathcal{F}_{t}^{B}=$

$$
\sigma\left(B_{s}, s \leq t\right)
$$

- If $\sigma^{2}=1$, we said that $\{B(t): t \geq 0\}$ is a standard Brownian motion.


### 1.1.4.2 Properties of Brownian motion

## 1- Martingale property

A martingale is a very special type of stochastic process.
Lemma 1.1.1. An $\mathcal{F}_{t}$-Wiener process $B_{t}$ is an $\mathcal{F}_{t}$-martingale.
Proof: We need to prove that $\mathbb{E}\left(B_{t} \mid \mathcal{F}_{s}\right)=B_{s}$ for any $t>s$. But as $B_{s}$ is $\mathcal{F}_{s^{-}}$ measurable (by adaptedness) this is equivalent to $\mathbb{E}\left(B_{t}-B_{s} \mid \mathcal{F}_{s}\right)=0$, and this is clearly true by the definition of the Wiener process (as $B_{t}-B_{s}$ has zero mean and is independent of $\mathcal{F}_{s}$ ).

## 2- Markov property

The reason why Markov processes are so important comes from the fact that they are fundamental class of stochastic processes, with many applications in real life problems outside mathematics.

Definition 1.1.15. An $\mathcal{F}_{t}$ adapted process $X_{t}$ is called an $\mathcal{F}_{t}$-Markov process if we have $\mathbb{E}\left(f\left(X_{t}\right) \mid \mathcal{F}_{s}\right)=\mathbb{E}\left(f\left(X_{t}\right) \mid X_{s}\right)$ for all $t \geq s$ and all bounded measurable functions $f$. When the filtration is not specified, the natural filtration $\mathcal{F}_{t}^{X}$ is implied.

Lemma 1.1.2. An $\mathcal{F}_{t^{-}}$-Wiener process $B_{t}$ is an $\mathcal{F}_{t^{-}}$Markov process.

Proof: We refer the reader to (Klebaner, [14).

## 3- Self-similarity

Theorem 1.1.3. $B$ is an $\boldsymbol{H}$-ss process with $H=1 / 2$.

Proof: It is enough to show that for every $a>0,\left\{a^{1 / 2} B(t)\right\}$ is also Brownian motion. Conditions (i), (ii) and (iv) follow from the same conditions for $\{B(t)\}$. As to (iii), Gaussianity and mean-zero property also follow from the properties of $\{B(t)\}$.
As to the variance, $\mathbb{E}\left[\left(a^{1 / 2} B(t)^{2}\right)\right]=t$. And for all $t_{1}, t_{2} \in \mathbb{R}$, the autocovariance function $\mathbb{E}\left[\left(B\left(a t_{1}\right) B\left(a t_{2}\right)\right)\right]=\min \left(a t_{1}, a t_{2}\right)=a \min \left(t_{1}, t_{2}\right)=\mathbb{E}\left[\left(a^{1 / 2} B\left(t_{1}\right) a^{1 / 2} B\left(t_{2}\right)\right)\right]$. Thus $\left\{a^{1 / 2} B(t)\right\}$ is a Brownian motion.

## 4- Non-differentiability

Theorem 1.1.4. For any $t$ almost all trajectories of Brownian motion are not differentiable at $t$.

Proof: We refer the reader to (Klebaner, [14]).

## 5- Hölder continuity

Proposition 1.1.3. Brownian motion paths are a.s locally $\gamma$-Hölder continuous for $\gamma \in$ $[0,1 / 2)$.

Proof: We refer the reader to (Klebaner, [14]).

## 6- Quadratic variation

Definition 1.1.16. The quadratic variation of Brownian motion $B(t)$ is defined as

$$
[B, B](t)=[B, B]([0, t])=\lim _{n \rightarrow \infty} \sum_{i=1}^{n}\left|B_{t_{i}^{n}}-B_{t_{i-1}^{n}}\right|^{2},
$$

where for each $n,\left\{t_{i}^{n}, 0 \leq i \leq n\right\}$ is a partition of $[0, t]$, and the limit is taken over all partitions with $\delta_{n}=\max _{i}\left(t_{i+1}^{n}-t_{i}^{n}\right) \rightarrow 0$ as $n \rightarrow \infty$, and in the sense of convergence in probability.

Theorem 1.1.5. (Klebaner, [14]). Quadratic variation of a Brownian motion over $[0, t]$ is $t$.

### 1.2 Introduction to stochastic integration

Let us consider the filtered probability space $\left(\Omega, \mathcal{F}, \mathcal{F}_{t}, \mathbb{P}\right)$, where $\left\{\mathcal{F}_{t}\right\}_{t \geq 0}$ is the natural filtration of the $\operatorname{Bm} B(t), t \geq 0$.

Definition 1.2.1. Let $\mathcal{V}(S, T)$ be the class of real measurable functions $f(t, \omega)$, defined on $[0, \infty) \times \Omega$, such that:

1. $f(t, \omega)$ is $\mathcal{F}_{t}$-adapted.
2. $\mathbb{E}\left(\int_{S}^{T} f(t, \cdot)^{2} d t\right)<\infty$.

### 1.2.1 Itô integral

### 1.2.1.1 Itô integral definition

Let $f \in \mathcal{V}(S, T)$. We want to define the Itô integral of $f$ in the interval $[S, T)$. Namely:

$$
\begin{equation*}
\mathcal{I}(f)(\omega)=\int_{S}^{T} f(t, \omega) d B_{t}(\omega) \tag{1.7}
\end{equation*}
$$

where $B_{t}$ is a standard $\left(\mathbb{E}\left(B(1)^{2}\right)=1\right.$ ) one dimensional Brownian motion. We begin defining the integral for a special class of functions:

Definition 1.2.2. (Simple functions) A function $\phi \in \mathcal{V}(S, T)$ is called simple function (or elementary), if it can be expressed as a superposition of characteristic functions.

$$
\begin{equation*}
\phi(t, \omega)=\sum_{k \geq 0} e_{k}(\omega) 1_{\left[t_{k}, t_{k+1}\right)}(t) \tag{1.8}
\end{equation*}
$$

Definition 1.2.3. Let $\phi \in \mathcal{V}(S, T)$ be a simple function of the form of (1.8), then we define the stochastic integral:

$$
\begin{equation*}
\int_{S}^{T} \phi(t, \omega) d B_{t}=\sum_{k \geq 0} e_{k}(\omega)\left(B_{t_{k+1}}-B_{t_{k}}\right)(\omega) \tag{1.9}
\end{equation*}
$$

Lemma 1.2.1. (Ito isometry, [23]) Let $\phi \in \mathcal{V}(S, T)$ be a simple function, then:

$$
\begin{equation*}
\mathbb{E}\left(\left(\int_{S}^{T} \phi(t, \cdot) d B_{t}\right)^{2}\right)=\mathbb{E}\left(\int_{S}^{T} \phi(t, \cdot)^{2} d t\right) \tag{1.10}
\end{equation*}
$$

Remark 1.2.1. Observe that 1.10) is indeed an isometry. In fact, it can been written as equality of norms in $L^{2}$ spaces:

$$
\left\|\int_{S}^{T} \phi(t, \cdot) d B_{t}\right\|_{L^{2}(\Omega, \mathbb{P})}=\|\phi\|_{L^{2}([S, T] \times \Omega)} .
$$

We have the following important proposition.
Proposition 1.2.1. Let $f \in \mathcal{V}$, then there exists a sequence of simple functions $\phi_{n} \in \mathcal{V}, n \in \mathbb{N}$, which converges to $f$ in the $L^{2}$-norm. Namely,

$$
\begin{equation*}
\lim _{n \longrightarrow \infty} \int_{S}^{T} \mathbb{E}\left(\left(f(t, \cdot)-\phi_{n}(t, \cdot)\right)^{2}\right) d t=\lim _{n \longrightarrow \infty}\left\|f-\phi_{n}\right\|_{L^{2}([S, T] \times \Omega)}^{2}=0 . \tag{1.11}
\end{equation*}
$$

Proof: See (Mura, [23]).
Definition 1.2.4. (Itô integral) Let $f \in \mathcal{V}(S, T)$ the Itô integral from $S$ to $T$ of $f$ is defined as the $L^{2}(\Omega, \mathbb{P})$ limit:

$$
\begin{equation*}
\mathcal{I}(f)=\int_{S}^{T} f(t, \omega) d B_{t}(\omega)=\lim _{n \longrightarrow \infty} \int_{S}^{T} \phi_{n}(t, \omega) d B_{t}(\omega) \tag{1.12}
\end{equation*}
$$

where $\phi_{n} \in \mathcal{V}, n \in \mathbb{N}$, is a sequence of simple functions which converges to $f \in L^{2}([S, T] \times \Omega)$.

Remark 1.2.2. Observe, in view of (1.11), that the definition above does not depend on the actual choice of $\left\{\phi_{n}, n \in \mathbb{N}\right\}$.

By definition, we have that Itô isometry holds for Itô integrals:
Corollary 1.2.1. (Itô isometry for Ito integrals, [23]) Let $f \in \mathcal{V}(S, T)$, then:

$$
\begin{equation*}
\mathbb{E}\left(\left(\int_{S}^{T} f(t, \cdot) d B_{t}\right)^{2}\right)=\mathbb{E}\left(\int_{S}^{T} f(t, \cdot) d t\right) \tag{1.13}
\end{equation*}
$$

Corollary 1.2.2. (Mura, [23]) If $f_{n}(t, \omega) \in \mathcal{V}(S, T)$ converges to $f(t, \omega) \in \mathcal{V}(S, T)$ as $n \longrightarrow \infty$ in the $L^{2}([S, T] \times \Omega)$-norm, then:

$$
\begin{equation*}
\int_{S}^{T} f_{n}(t, \cdot) d B_{t} \longrightarrow \int_{S}^{T} f(t, \cdot) d B_{t} \tag{1.14}
\end{equation*}
$$

in the $L^{2}(\Omega, \mathbb{P})$-norm.

### 1.2.1.2 Properties of the Itô integral

Proposition 1.2.2. (Mura, [23]) Let $f, g \in \mathcal{V}(0, T)$ and let $0 \leq S<U<T$. Then:

1. $\int_{S}^{T} f d B_{t}=\int_{S}^{U} f d B_{t}+\int_{U}^{T} f d B_{t}$.
2. For some constant $a \in \mathbb{R}, \int_{S}^{T}(a f+g) d B_{t}=a \int_{S}^{T} f d B_{t}+\int_{S}^{T} g d B_{t}$.
3. $\mathbb{E}\left[\int_{S}^{T} f d B_{t}\right]=0$.
4. $\int_{S}^{T} f d B_{t}$ is $\mathcal{F}_{T}$-measurable.
5. The process $M_{t}(\omega)=\int_{0}^{T} f(t, \omega) d B_{s}(\omega)$ where $f \in \mathcal{V}(0, T)$ for any $t>0$, is a martingale with respect to $\mathcal{F}_{t}$.

### 1.2.2 Extensiens of Itô integral

The construction of the Itô Integral can be extended to a class of function $f(t, \omega)$ which satisfies a weak integration condition. This generalization is indeed necessary because it is not difficult to find functions which do not belong to $\mathcal{V}$. Therefore, we introduce the following class of functions

Definition 1.2.5. Let $\mathcal{W}(S, T)$ be the class of real measurable functions $f(t, \omega)$, defined on $[0, \infty) \times \Omega$, such that

1. $f(t, \omega)$ is $\mathcal{F}_{t}$-adapted.
2. $\mathbb{P}\left(\int_{S}^{T} f(t, \cdot)^{2} d t<\infty\right)=1$.

In the construction of stochastic integrals for the class of functions belonging to $\Omega$ we can no longer use the $L^{2}$ notion of convergence, but rather we have to use convergence in probability. In fact, for any $f \in \mathcal{B}$, one can show that there exists a sequence of simple functions $\phi_{n} \in \mathcal{W}$ such that

$$
\begin{equation*}
\int_{S}^{T}\left|\phi_{n}(t, \cdot)-f(t, \cdot)\right|^{2} d t \longrightarrow 0 \tag{1.15}
\end{equation*}
$$

in probability. For such a sequence one has that the sequence $\left\{\int_{S}^{T} \phi_{n}(t, \omega) d B_{t}(\omega), n \in \mathbb{N}\right\}$ converges in probability to some random variable. Moreover, the limit does not depends on the approximating sequence $\phi_{n}$.

Definition 1.2.6. (Itô integral II) Let $f \in \mathcal{W}(S, T)$. The Itô integral from $S$ to $T$ of $f$ is defined as the limit in probability:

$$
\begin{equation*}
\int_{S}^{T} f(t, \omega) d B_{t}(\omega)=\lim _{n \longrightarrow \infty} \int_{S}^{T} \phi_{n}(t, \omega) d B_{t}(\omega) \tag{1.16}
\end{equation*}
$$

where $\phi_{n} \in \mathcal{W}, n \in \mathbb{N}$, is a sequence of simple functions which converges to $f$ in probability.

Remark 1.2.3. Note that this integral is not in general a martingale. However, it is a local martingale.

### 1.3 Stochastic Differential Equations

We call stochastic differential equation (SDE) an equation of the form

$$
\begin{equation*}
d X_{t}=b(t, X(t)) d t+\sigma(t, X(t)) d B(t),\left.\quad X\right|_{t=0}=x \tag{1.17}
\end{equation*}
$$

where $\left(B_{t}\right)_{t \geq 0}$ is a $d$-dimensional Brownian motion on a filtered probability space $\left(\Omega, \mathcal{F}, \mathcal{F}_{t}, \mathbb{P}\right), x$ is $\mathcal{F}_{0}$-measurable, $b:[0, T] \times \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ and $\sigma:[0 ; T] \times \mathbb{R}^{d} \rightarrow \mathbb{R}^{d \times d}$ have some regularity specified case by case and the solution $\left(X_{t}\right)_{t \geq 0}$ is a d-dimensional continuous adapted process. The meaning of the equation (1.17) is identic to

$$
\begin{equation*}
X_{t}=x+\int_{0}^{t} b(s, X(s)) d s+\int_{0}^{t} \sigma(s, X(s)) d B(s) \tag{1.18}
\end{equation*}
$$

If there exists a stochastic process $X_{t}$ that satisfies this equation, we say that it solves the stochastic differential equation.

The main goal of this section is to find conditions on the coefficients $b$ an $\sigma$ that guarantee the existence and uniqueness of solutions.

However, there are a number of subtle points involved:

- First, the existence of the integrals in (1.18) requires some degree of regularity on $X_{t}$ and the functions $b$ and $\sigma$; in particular, it must be the case that for all $t \geq 0$, with probability one, $\int_{0}^{t}|b(s, X(s))| d s<\infty$ and $\int_{0}^{t} \sigma^{2}(s, X(s)) d s<\infty$.
- Second, the definition requires that the process $X_{t}$ live on the same probability space as the given Wiener process $B_{t}$, and that it be adapted to the given filtration. It turns out that for certain coefficient functions $b$ and $\sigma$, solutions to the stochastic integral equation (1.18) may exist for some Wiener processes and some admissible filtration but not for others.
- The solution is a strong solution if it is valid for each given Wiener process (and initial value), that is it is sample pathwise unique.
- A solution is a weak solution if it is valid for given coefficients, but unspecified Wiener process, that is its probability law is unique.

More precisely.

Definition 1.3.1. Let $\left(B_{t}\right)_{t \geq 0}$ be a standard Brownian motion on a probability space $(\Omega, \mathcal{F}, \mathbb{P})$ with an admissible filtration $\mathcal{F}=\left\{\mathcal{F}_{t}\right\}_{t \geq 0}$. A strong solution of the stochastic differential equation (1.18) with initial condition $x \in \mathbb{R}$ is an adapted process $X_{t}$ with continuous paths such that for all $t \geq 0$,

$$
X(t)=x+\int_{0}^{t} b(s, X(s)) d s+\int_{0}^{t} \sigma(s, X(s)) d B(s)
$$

Definition 1.3.2. A weak solution of the stochastic differential equation 1.18) with initial condition $x$ is a continuous stochastic process $X_{t}$ defined on some probability space $(\Omega, \mathcal{F}, \mathbb{P})$ such that for some Wiener process $B_{t}$ and some admissible filtration $\mathcal{F}_{t}$ the process $X(t)$ is adapted and satisfies the stochastic integral equation (1.18).

Let us come to uniqueness. Similarly to existence, there are two concepts.

Definition 1.3.3. (pathwise uniqueness) We say that pathwise uniqueness holds for equation (1.18) if, given any filtered probability space $(\Omega, \mathcal{F}, \mathcal{F}, \mathbb{P})$ with a Brownian motion $\left(B_{t}\right)_{t \geq 0}$ given any deterministic initial condition $X_{0}=x$, if $\left(X_{t}^{(1)}\right)_{t \geq 0}$ and $\left(X_{t}^{(2)}\right)_{t \geq 0}$ are two continuous $\mathcal{F}_{t}$-adapted process which fulfill 1.18), then they are indistinguishable.

Definition 1.3.4. (uniqueness in law) We say that there is uniqueness in law for equation (1.17) if a given two weak solutions on any pair of spaces, their laws coincide.

Theorem 1.3.1. If the coefficients $b$ and $\sigma$ satisfy the following conditions:

1. A Lipschitz condition in $x$ and $y . \exists K, \forall x \in \mathbb{R}^{n}, \forall y \in \mathbb{R}^{n}, \forall t \geq 0$ :

$$
\|b(t, x)-b(t, y)\|+\|\sigma(t, x)-\sigma(t, y)\| \leq K\|x-y\| .
$$

2. A linear growth condition: $\exists K, \forall x \in \mathbb{R}^{n}, \forall t \geq 0$ :

$$
\| b(t, x))\|+\| \sigma(t, x) \| \leq K(1+\|x\|)
$$

Then there exists a unique strong solution $X$ to the stochastic differential equation (1.17) with continuous trajectories and there exists a constant $C$ such that

$$
\mathbb{E}\left[\left\|X_{t}\right\|^{2}\right] \leq C e^{C t}\left(1+\|x\|^{2}\right)
$$

Proof: See (Øksendal, [26]).

## Chapter 2

## Fractional Calculus

Fractional calculus is a field of applied mathematics that deals with derivatives and integrals of arbitrary orders. During the last three decades fractional calculus has been applied to almost every field of mathematics, science, biology, engineering and technology. Our aim in this chapter is to introduce some very elementary facts about fractional calculus then we discuss the definition and the well-known properties of the fractional Brownian motion. In this section, we have taken definitions and used notions from [1, 5, 9, 15, 18, 21, 20, 27, 29.

### 2.1 Useful Mathematical Functions

Before looking at the definition of fractional integrals or derivatives, we will first discuss some useful mathematical definitions that are inherently tied to fractional calculus and will commonly be encountered.

### 2.1.1 The Gamma Function

The Gamma function, denoted by $\Gamma(x)$, is a generalization of the factorial function $n$ ! and defined as.

$$
\begin{equation*}
\Gamma(x)=\int_{0}^{\infty} t^{x-1} e^{-t} d t, \quad x \in \mathbb{R} \tag{2.1}
\end{equation*}
$$

Some of the basic properties of $\Gamma$ function, are:

$$
\left\{\begin{array}{l}
\Gamma(1)=\Gamma(2)=1 \\
\Gamma(x+1)=x \Gamma(x) \quad x \in \mathbb{R}^{+} \\
\Gamma(n)=(n-1)!\quad n \in N^{*}
\end{array}\right.
$$

From the above we can get:

$$
\left\{\begin{array}{l}
\Gamma\left(\frac{1}{2}\right)=\sqrt{\pi} \\
\Gamma\left(\frac{5}{2}\right)=\frac{3}{2} \Gamma\left(\frac{3}{2}\right)=\frac{3}{2} \frac{1}{2} \Gamma\left(\frac{1}{2}\right)=\frac{3}{4} \sqrt{\pi} \\
\Gamma\left(\frac{-3}{2}\right)=\frac{\Gamma\left(\frac{-3}{2}+1\right)}{\frac{-3}{2}}=\frac{\Gamma\left(\frac{-1}{2}\right)}{\frac{-3}{2}}=\frac{\Gamma\left(\frac{1}{2}\right)}{\frac{-3}{2} \frac{-1}{2}}=\frac{4}{3} \sqrt{\pi}
\end{array}\right.
$$

### 2.1.2 The Mittag-Lefler Function

The Mittag-Leffler function is named after a Swedish mathematician who defined and studied it in 1903. The function is a direct generalization of the exponential function, it plays a major role in fractional calculus. Firstly, we introduce one parameter function by using series, namely

$$
\begin{equation*}
E_{\alpha}(x)=\sum_{k=0}^{\infty} \frac{x^{k}}{\Gamma(\alpha k+1)}, \quad \alpha>0 . \tag{2.2}
\end{equation*}
$$

Then, we define the Mittag-Leffler function with two parameters, as:

$$
\begin{equation*}
E_{\alpha, \beta}(x)=\sum_{k=0}^{\infty} \frac{x^{k}}{\Gamma(\alpha k+\beta)}, \quad \alpha, \beta>0 . \tag{2.3}
\end{equation*}
$$

Note that $E_{\alpha, \beta}(0)=1$. Also, for some specific values of $\alpha$, and $\beta$, the Mittag-Leffler function reduces to some familiar functions. Namely:

$$
\left\{\begin{array}{l}
E_{1,1}(x)=\sum_{k=0}^{\infty} \frac{x^{k}}{\Gamma(k+1)}=\sum_{k=0}^{\infty} \frac{x^{k}}{k!}=\exp (x), \\
E_{1,2}(x)=\sum_{k=0}^{\infty} \frac{x^{k}}{\Gamma(k+2)}=\sum_{k=0}^{\infty} \frac{x^{k}}{(k+1)!}=\frac{1}{x} \sum_{k=0}^{\infty} \frac{x^{k+1}}{(k+1)!}=\frac{\exp (x)-1}{x} \\
E_{1,3}(x)=\sum_{k=0}^{\infty} \frac{x^{k}}{\Gamma(k+3)}=\sum_{k=0}^{\infty} \frac{x^{k}}{(k+2)!}=\frac{1}{x^{2}} \sum_{k=0}^{\infty} \frac{x^{k+2}}{(k+2)!}=\frac{\exp (x)-1-x}{x^{2}} \\
E_{1, m}(x)=\frac{1}{x^{m-1}}\left[\exp (x)-\sum_{k=0}^{m-2} \frac{x^{k}}{k!}\right] \\
E_{2,1}\left(-x^{2}\right)=\sum_{k=0}^{\infty} \frac{\left(-x^{2}\right)^{k}}{\Gamma(2 k+1)}=\sum_{k=0}^{\infty} \frac{(-1)^{k} x^{2 k}}{(2 k)!}=\cos (x) \\
E_{2,2}\left(-x^{2}\right)=\sum_{k=0}^{\infty} \frac{\left(-x^{2}\right)^{k}}{\Gamma(2 k+2)}=\sum_{k=0}^{\infty} \frac{(-1)^{k} x^{2 k+1}}{x(2 k+1)!}=\frac{\sin (x)}{x}
\end{array}\right.
$$

### 2.2 Fractional Derivatives and Integrals

This section is devoted to review three important definitions of fractional derivatives and integrals.

### 2.2.1 Grünwald-Letnikove, 1867-1868

Grünwald-Letnikov derivative is a basic extension of the natural derivative to fractional one. It was introduced by A. Grünwald in 1867, and then by A. Letnikov in 1868. Hence, it is written as

Definition 2.2.1. Let $\alpha \in(0,1)$ be fixed and let $f: \mathbb{R} \rightarrow \mathbb{R}$ be a given function. The $R$-Grünwald-Letnikov derivative of order $\alpha$ of $f$ is defined, respectively as:

$$
D_{+}^{\alpha} f(t)=\lim _{h \rightarrow 0} h^{-\alpha} \sum_{j=0}^{\left[\frac{t-a}{h}\right]}(-1)^{j}\binom{\alpha}{j} f(t-j h) .
$$

We recall that the binomial coefficients can be defined as: $\binom{\alpha}{n}=\frac{\alpha!}{n!(\alpha-n)!}$.

### 2.2.2 Riemann-Liouville definition

The Riemann-Liouville Operator is still the most frequently used when fractional integration is performed. which is considered as a direct generalization of Cauchy's formula for an n-times integral :

$$
\begin{equation*}
\int_{a}^{x} d x_{1} \int_{a}^{x_{1}} d x_{2} \ldots \int_{a}^{x_{n-1}} f\left(x_{n}\right) d x_{n}=\frac{1}{(n-1)!} \int_{a}^{x} \frac{f(t)}{(x-t)^{1-n}} d t \tag{2.4}
\end{equation*}
$$

Example 2.2.1. let $f(x)=x, n=3$ and $a=0$ then (2.4) becomes

$$
\begin{equation*}
\int_{0}^{x} \int_{0}^{x_{1}} \int_{0}^{x_{2}} x_{3} d x_{3} x_{2} x_{1}=\frac{1}{2!} \int_{0}^{x} \frac{t}{(x-t)^{-2}} d t \tag{2.5}
\end{equation*}
$$

and by integration one gets

$$
\begin{equation*}
\frac{1}{2!} \int_{0}^{x} \frac{t}{(x-t)^{-2}} d t=\frac{x^{4}}{4!} \tag{2.6}
\end{equation*}
$$

Since $(n-1)!=\Gamma(n)$, Riemann realized that (2.4) might have meaning even when n takes non-integer values. Thus perhaps it was natural to define fractional integration as follows.

Definition 2.2.2. Let $f \in L_{1}([a, b])$ and $a \leq x \leq b$ then

$$
\begin{aligned}
I_{a+}^{\alpha} f(x) & :=\frac{1}{\Gamma(\alpha)} \int_{a}^{x} \frac{f(t)}{(x-t)^{1-\alpha}} d t \\
I_{b-}^{\alpha} f(x) & :=\frac{1}{\Gamma(\alpha)} \int_{x}^{b} \frac{f(t)}{(t-x)^{1-\alpha}} d t
\end{aligned}
$$

are called the Riemann-Liouville fractional integral of order $\alpha>0$.

Lemma 2.2.1. (Miller, [20]) Assuming arbitrary function $f$ and $m, n \geq 0$ the following equations hold .

1. Semi-group property:

$$
I_{a}^{m} I_{a}^{n} f=I_{a}^{m+n} f
$$

2. Commutative property:

$$
I_{a}^{m} I_{a}^{n} f(x)=I_{a}^{n} I_{a}^{m} f(x)
$$

Definition 2.2.3. Let $f \in L_{1}([a, b])$ and $a \leq x \leq b$ then

$$
\begin{aligned}
D_{a+}^{\alpha} f(x) & :=\frac{1}{\Gamma(1-\alpha)} \frac{d}{d x} \int_{a}^{x} \frac{f(t)}{(x-t)^{\alpha}} d t \\
D_{b-}^{\alpha} f(x) & :=\frac{1}{\Gamma(1-\alpha)} \frac{d}{d x} \int_{x}^{b} \frac{f(t)}{(t-x)^{\alpha}} d t
\end{aligned}
$$

which is called the Riemann-Liouville fractional derivative of order $0<\alpha<1$.

To find a profound understanding of Riemann-Liouville derivative, some of the most crucial properties of this operator are mentioned in the following:

Lemma 2.2.2. (Miller, [20]) Let $f_{1}$ and $f_{2}$ are two functions on $[a, b]$ as well as $c_{1}, c_{2} \in$ $\mathbb{R}, n>0$, and $m>n$. Regarding these, the following equations hold

1. Linearity rules:

$$
{ }^{R L} D_{a}^{n}\left(f_{1}+f_{2}\right)={ }^{R L} D_{a}^{n} f_{1}+{ }^{R L} D_{a}^{n} f_{2}, \quad{ }^{R L} D_{a}^{n}\left(c_{1} f_{1}\right)=c_{1}^{R L} D_{a}^{n}\left(f_{1}\right)
$$

2. Zero rule:

$$
D^{0} f=f
$$

3. Product rule:

$$
{ }^{R L} D_{t}^{q}(f g)=\sum_{j=0}^{\infty}\binom{q}{j} \quad{ }^{R L} D_{t}^{j}(f)^{R L} D_{t}^{q-j}(g) .
$$

4. In the general, semi-group property does not hold for Riemann-Liouville fractional derivative. Indeed, the following equation is not always true.

$$
{ }^{R L} D^{a} \quad{ }^{R L} D^{b} f={ }^{R L} D^{a+b} f .
$$

### 2.2.3 Caputo definition

Since Riemann-Liouville fractional derivatives failed in the description and modeling of some complex phenomena, Caputo derivative was introduced in 1967.

Definition 2.2.4. The Caputo derivative of fractional order $a(n-1 \leq \alpha<n)$ of $a$ function $f$ is defined as

$$
\begin{array}{ll}
{ }_{a}^{C} D_{t}^{\alpha} f(t)=\frac{1}{\Gamma(\alpha-n)} \int_{a}^{t} \frac{f^{(n)}(\tau) d \tau}{(t-\tau)^{\alpha+1-n}}, & (n-1 \leq \alpha<n) \\
{ }_{b}^{C} D_{t}^{\alpha} f(t)=\frac{1}{\Gamma(\alpha-n)} \int_{t}^{b} \frac{f^{(n)}(\tau) d \tau}{(\tau-t)^{\alpha+1-n}}, & (n-1 \leq \alpha<n)
\end{array}
$$

Let $f$ is a enough differentiable function, $c_{1}, c_{2} \in \mathbb{R}$, and $m>n \geq 0$. The following proprieties are satisfies

1. Caputo derivative is the left inverse of Riemann-Liouville integral.

$$
{ }^{C} D_{a}^{n} I_{a}^{n} f=f
$$

2. 

$$
I_{a}^{n}{ }^{C} D_{a}^{n} f(x)=f(x)-\sum_{k=0}^{m-1} \frac{D^{k} f(a)}{k!}(x-a)^{k} .
$$

3. Linearity:

$$
{ }^{C} D_{a}^{n}\left(c_{1} f_{1}+c_{2} f_{2}\right)=c_{1}\left({ }^{C} D_{a}^{n} f_{1}\right)+c_{2}\left({ }^{C} D_{a}^{n} f_{2}\right) .
$$

4. Leibniz equation

$$
\begin{aligned}
{ }^{C} D_{a}^{n}[f g](x)= & \frac{(x-a)^{-n}}{\Gamma(1-n)} g(a)(f(x)-f(a))+\left({ }^{C} D_{a}^{n} g(x)\right) f(x) \\
& +\sum_{k=1}^{\infty}\binom{n}{k}\left(I_{a}^{k-n} g(x)\right)^{C} D_{a}^{k} f(x) .
\end{aligned}
$$

5. The semi-group property, the following equation holds,

$$
{ }^{C} D_{a}^{\alpha} \quad{ }^{C} D_{a}^{\beta} f={ }^{C} D^{\alpha+\beta} f .
$$

### 2.3 Fractional Brownian motion

Among all the fractional stochastic processes applied to modeling natural and manmade systems, fractional Brownian motion (fBm) can be regarded as the most widely used. This process was first introduced by Kolmogorov in 1940, and studied by Mandelbrot and Van Ness in 1968. The fBm is a generalization of Brownian motion where a stochastic integral representation in terms of a standard Brownian motion was established.

Definition 2.3.1. A Gaussian Process $B_{t}^{H}=\left\{B^{H}(t), t \geq 0\right\}$ is called a fractional Brownian motion ( $f B \mathrm{Bm}$ ) of Hurst index $H \in(0,1)$ if it has mean zero with covariance function

$$
\begin{equation*}
R_{H}(t, s)=\mathbb{E}\left[B^{H}(t) B^{H}(s)\right]=\frac{1}{2}\left(t^{2 H}+s^{2 H}-|t-s|^{2 H}\right) . \tag{2.7}
\end{equation*}
$$

In the next paragraph we list several properties of the fractional Brownian motion that are of our main interest.

- For $H=1$, we set $B_{t}^{H}=B_{t}^{1}=t \xi$, where $\xi$ is a standard normal random variable.
- For $H=\frac{1}{2}, B_{t}^{H}$ is the standard Wiener process.
- For $H>1 / 2$, increments $B_{t}^{H}-B_{s}^{H}$ for any $0 \leq s<t$ are positively correlated and conversely for $H<1 / 2$ the increments are negatively correlated.

Hence the following three properties are obtained through $R_{H}(t, s)$ in Definition 2.3.1.

1. Self-similarity: $\left\{a^{-H} B^{H}(a t), t \geq 0\right\}$ has the same law as $\left\{B^{H}(t), t \geq 0\right\}$.
2. Stationary increments: $B^{H}(t+s)-B^{H}(t)$ has the same law as $B^{H}(t)$ for $s, t \geq 0$.
3. Variance: $\mathbb{E}\left[B^{H}(t)^{2}\right]=t^{2 H}$, for all $t \geq 0$.

Proof: By definition $\mathbb{E}\left[B^{H}(t)\right]=0$ and hence $\mathbb{E}\left[a^{-H} B^{H}(a t)\right]=0$ also.

1. Thus to show that both processes have the same probability distribution, it is sufficient enough to show that they both have the same covariance. Let $a>0$ and $s, t \geq 0$.

$$
\begin{aligned}
\mathbb{E}\left[a^{-H} B^{H}(a t) a^{-H} B^{H}(a s)\right] & =a^{-2 H} \mathbb{E}\left[B^{H}(a t) B^{H}(a s)\right] \\
& =\frac{1}{2} a^{-2 H}\left[(a t)^{2 H}+(a s)^{2 H}-|a t-a s|^{2 H}\right] \\
& =\frac{1}{2} a^{-2 H} a^{2 H}\left[(t)^{2 H}+(s)^{2 H}-|t-s|^{2 H}\right] \\
& =\frac{1}{2}\left[(t)^{2 H}+(s)^{2 H}-|t-s|^{2 H}\right] \\
& =\mathbb{E}\left[B^{H}(t) B^{H}(s)\right] .
\end{aligned}
$$

And thus fBm is self-similar.
2. Again, since $\mathbb{E}\left[B^{H}(t+s)-B^{H}(t)\right]$ is clearly zero, it suffices to show that both processes have equal covariance. Let $r, s, t \geq 0$, then

$$
\begin{aligned}
\mathbb{E}\left[\left(B^{H}(t+s)-B^{H}(s)\right)\left(B^{H}(r+s)-B^{H}(s)\right)\right] & =\mathbb{E}\left[B^{H}(t+s) B^{H}(r+s)\right] \\
& -\mathbb{E}\left[B^{H}(t+s) B^{H}(s)\right] \\
& -\mathbb{E}\left[B^{H}(s) B^{H}(r+s)\right]+\mathbb{E}\left[B^{H}(s) B^{H}(s)\right] \\
& =\frac{1}{2}\left((t+s)^{2 H}+(r+s)^{2 H}-|t-r|^{2 H}\right) \\
& -\frac{1}{2}\left(\left[(t+s)^{2 H}+s^{2 H}-t^{2 H}\right]\right) \\
& -\frac{1}{2}\left(\left[s^{2 H}+(r+s)^{2 H}-r^{2 H}\right]+\left[s^{2 H}+s^{2 H}\right]\right) \\
& =\frac{1}{2}\left(t^{2 H}+r^{2 H}-|t-r|^{2 H}\right) \\
& =\mathbb{E}\left[B^{H}(t) B^{H}(r)\right] .
\end{aligned}
$$

Hence fBm has stationary increments.
3. $\mathbb{E}\left[B^{H}(t)^{2}\right]=\mathbb{E}\left[B^{H}(t) B^{H}(t)\right]=\frac{1}{2}\left(t^{2 H}+t^{2 H}-|t-t|^{2 H}\right)=t^{2 H}$.

### 2.3.1 Long range dependency

Define $X(n)=B^{H}(n+1)-B^{H}(n), n \geq 1$. Then clearly $X(n)$ is a Gaussian stationary sequence with unit variance. Moreover the covariance function of $X(t)$ is

$$
r^{H}(n)=E[X(0) X(n)]=1 / 2\left((n+1)^{2 H}-2 n^{2 H}+(n-1)^{2 H}\right) .
$$

If $H=1 / 2$ then we get that $r(n)=0$ implying that the increments of $X(n)$ are uncorrelated.

But, if $H \neq 1 / 2$, we get that as $n$ tends to infinity $r^{H}(n) \backsim H(2 H-1) n^{2 H-2}$. Thus we get

- If $0<H<1 / 2$ then $\sum_{n=0}^{\infty}\left|r^{H}(n)\right|<\infty$.
- If $1 / 2<H<1$ then $\sum_{n=0}^{\infty}\left|r^{H}(n)\right|=\infty$, in this case the process $B^{H}$ is a long memory process.


### 2.3.2 Hölder continuity

We recall that according to the Kolmogorov criterion (Klebaner, [14), a process $X=$ $\left(X_{t}\right)_{t \in \mathbb{R}}$ admits a continuous modification if there exist constants $\alpha \geq 1, \beta>0$, and $k>0$ such that

$$
\mathbb{E}\left[|X(t)-X(s)|^{\alpha}\right] \leq k|t-s|^{1+\beta}
$$

for all $s, t \in \mathbb{R}$.

Theorem 2.3.1. Let $H \in(0,1)$. The fbm $B^{H}$ admits a version whose sample paths are almost surely Hölder continuous of order strictly less than $H$.

Proof: We recall that a function $f: \mathbb{R} \longrightarrow \mathbb{R}$ is Hölder continuous of order $\alpha$, $0<\alpha \leq 1$ and write $f \in \mathcal{C}^{\alpha}(\mathbb{R})$, if there exists $M>0$ such that

$$
|f(t)-f(s)| \leq M|t-s|^{\alpha},
$$

for every $s, t \in \mathbb{R}$. For any $\alpha>0$ we have

$$
\mathbb{E}\left[\left|B^{H}(t)-B^{H}(s)\right|^{\alpha}\right]=\mathbb{E}\left[\left|B^{H}(1)\right|^{\alpha}\right]|t-s|^{\alpha H}
$$

### 2.3.3 Path differentiability

By (Maslowski, [17) we also obtain that the process $B^{H}$ is not mean square differentiable and it does not have differentiable sample paths.

Proposition 2.3.1. Let $H \in(0,1)$. The fBm sample path $B^{H}($.$) is not differentiable. In$ fact, for every $t_{0} \in[0, \infty)$

$$
\lim _{t \rightarrow t_{0}} \sup \left|\frac{B^{H}(t)-B^{H}\left(t_{0}\right)}{t-t_{0}}\right|=\infty
$$

with probability one.
Proof: Here we recall the proof of (Maslowski, [17]). Note that we assume $B^{H}(0)=0$. The result is proved by exploiting the self-similarity of $B^{H}$. Consider the random variable

$$
\mathcal{R}_{t, t_{0}}:=\frac{B^{H}(t)-B^{H}\left(t_{0}\right)}{t-t_{0}}
$$

that represents the incremental ratio of $B^{H}$. Since $B^{H}$ is self-similar see(Biagini, [1]), we have that the law of $\mathcal{R}_{t, t_{0}}$ is the same of $\left(t-t_{0}\right)^{H-1} B^{H}(1)$. If one considers the event

$$
A(t, w):=\left\{\sup _{0 \leq s \leq t}\left|\frac{B^{H}(s)}{s}\right|>d\right\},
$$

then for any sequence $\left(t_{n}\right)_{n \in \mathbb{N}}$ decreasing to 0 , we have

$$
A\left(t_{n}, w\right) \supseteq A\left(t_{n+1}, w\right),
$$

and

$$
A\left(t_{n}, w\right) \supseteq\left(\left|\frac{B^{H}\left(t_{n}\right)}{t_{n}}\right|>d\right)=\left(\left|B^{H}(1)\right|>t_{n}^{1-H} d\right)
$$

But,

$$
\lim _{n \longrightarrow \infty}\left(\left|B^{H}(1)\right|>t_{n}^{1-H} d\right) .
$$

Since this is true for any $d$, it must be the case that the derivative does not exist at any point along any sample path of $B^{H}(t)$.

### 2.3.4 Non semi-martingale property

The definition of the Itô integral is a direct consequence of the martingale property of Brownian motion. But fBm does not exhibit this property, in fact, fBm is not even a semi-martingale. There are many different proofs revealing this fact. We state the theorem and present a simple proof here. But first, we need to find the $p$-variation of $B^{H}$.

Definition 2.3.2. The p-variation of a stochastic process $(X(t))_{t \in[0, T]}$ is defined as

$$
\begin{equation*}
\mathcal{V}_{p}(X,[0, T]):=\sup _{\pi} \sum_{i=1}^{n}\left|X\left(t_{i}\right)-X\left(t_{i-1}\right)\right|^{p}, \tag{2.8}
\end{equation*}
$$

where $\pi$ is a finite partition of $[0, T]$. The index of $p$-variation of a process is defined to be

$$
\begin{equation*}
I(X,[0, T]):=\inf \left\{p>0 ; \mathcal{V}_{p}(X,[0, T])<\infty\right\} . \tag{2.9}
\end{equation*}
$$

Lemma 2.3.1. $I\left(B^{H},[0, T]\right)=\frac{1}{H}$ Moreover, $\mathcal{V}_{p}\left(B^{H}(t),[0, T]\right)=0$ when $p H>1$ and $\mathcal{V}_{p}\left(B^{H}(t),[0, T]\right)=\infty$ when $p H<1$.

Proof: A proof can be found in see(Biagini, [1).
This can be seen when we take into consideration that

$$
\mathbb{E}\left[\left|B^{H}\left(t_{i}\right)-B^{H}\left(t_{i-1}\right)\right|^{p}\right]=\mathbb{E}\left[\left|B^{H}(1)\right|^{p}\right]\left|t_{i}-t_{i-1}\right|^{p H},
$$

and plugging this into (2.8) and applying (2.9).
Theorem 2.1. $\left\{B^{H}(t): t \geq 0\right\}$, for $H \neq 1 / 2$, is not semimartingale.
Proof: A process $\{X(t), t \geq 0\}$ is called a semimartingale if it admits the Doob-Meyer decomposition $X(t)=X(0)+M(t)+A(t)$, where $M(t)$ is an $\mathcal{F}_{t}$ local martingale with $M(0)=0, A(t)$ is a càdlàg adapted process of locally bounded variation and $X(0)$ is $\mathcal{F}_{0}$-measurable. Moreover, any semimartingale has locally bounded quadratic variation (Biagini, [1]). Now, let $X(t)=B^{H}(t)$. If $H \in(0,1 / 2)$, then $B^{H}(t)$ cannot even be a martingale since it has infinite quadratic variation, hence, it is not a semimartingale.

If $H \in(1 / 2,1)$ then the quadratic variation of $B^{H}(t)$ is zero. So, let's suppose that it is a semimartingale. Then, $M(t)=B^{H}(t)-A(t)$ has quadratic variation equal to zero. So, from [1], $M(t)=0$ for all t a.s. Then that would mean that $B^{H}(t)=A(t)$, but this can't be the case since $B^{H}(t)$ has unbounded variation. Hence $B^{H}(t)$ is not a semimartingale for any $H \neq 1 / 2$.

### 2.3.5 Integral representation of fractional Brownian motion

Now we show that the fractional Brownian motion can be represented as a stochastic integral.

The standard fBm as introduced by Mandelbrot and Van Ness is defined by the following moving average representation:

$$
\begin{equation*}
B^{H}(t)=\frac{1}{\Gamma(H+1 / 2)}\left\{\int_{-\infty}^{0}\left[(t-u)^{H-1 / 2}-(-u)^{H-1 / 2} d B(u)+\int_{0}^{t}(t-u)^{H-1 / 2} d B(u)\right\}\right. \tag{2.10}
\end{equation*}
$$

where $B(t)$ is the standard Brownian motion, $\Gamma$ is the gamma function. Equation (2.10) can be written more compactly as

$$
\begin{equation*}
B^{H}(t)=\frac{1}{\Gamma(H+1 / 2)} \int_{-\infty}^{\infty}\left[(t-u)_{+}^{H-1 / 2}-\left(-u_{+}\right)^{H-1 / 2}\right] d B(u) . \tag{2.11}
\end{equation*}
$$

## Chapter 3

## Stochastic Differential Equation Via Generalized Grey Brownian Motion

Grey Brownian motion was introduced by Schneider in [31, 32] as a stochastic model for slow-anomalous diffusion described by the time fractional diffusion equation. Later Minardi, Mura and Pagnini [21,,22], extended this class, to the so called "generalized" grey Brownian motion which includes stochastic models for slow and fast-anomalous diffusion, i.e., the time evolution of the marginal density function is described by differential equations of fractional type. In this chapter we will not reproduce the all construction of the ggBm , but we will refer to the mention of the latter and some of its properties. Then we establish a global result on stochastic differential equation driven by generalized grey noise, the interested reader is referred to [7] and references therein.

### 3.1 Preliminary notions

Definition 3.1.1. (Schwartz space) The space $\mathcal{S}\left(\mathbb{R}^{n}\right)$ is the space of all the functions $f \in \mathcal{C}^{\infty}\left(\mathbb{R}^{n}\right)$, such that for any multi-indices $j=\left(j_{1}, j_{2}, \ldots, j_{n}\right)$ and $k=\left(k_{1}, k_{2}, \ldots, k_{n}\right)$

$$
\begin{equation*}
\sup _{x \in \mathbb{R}^{n}}\left|x^{j} D^{k} f(x)\right|<\infty \tag{3.1}
\end{equation*}
$$

Definition 3.1.2. (Tempred distribution) The space of all tempered distributions on $\mathbb{R}$, denoted $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$, is the dual space of $\mathcal{S}\left(\mathbb{R}^{n}\right)$. That is, it is the set of all functions that are linear and continuous.

Definition 3.1.3. (Completely monotonic function) A function $f$ with domain $(0, \infty)$ is said to be completely monotonic, if it possesses derivatives $f^{(n)}(x)$ for all $n=0,1,2, \ldots$ and if $(-1)^{n} f^{(n)}(x) \geq 0$ for all $x>0$.

Definition 3.1.4. A continuous map $\Phi: X \longrightarrow \mathbb{C}$ is called a characteristic functional on $X$ if it is:

1. Normalized: $\Phi(0)=1$,
2. Positive defined: $\sum_{i, j=1}^{m} \overline{c_{i}} \Phi\left(\xi_{i}-\xi_{j}\right) c_{j} \geq 0, m \in \mathbb{Z},\left\{c_{i}\right\}_{i=1, \ldots, m} \in \mathbb{C},\left\{\xi_{i}\right\}_{i=1, \ldots, m} \in$ $X$.

Proposition 3.1.1. Let $F$ be a completely monotonic function defined on the positive real line. Therefore, there exists a unique characteristic functional, defined on a real separable Hilbert space $H$, such that:

$$
\Phi(\xi)=F\left(\|\xi\|^{2}\right), \quad \xi \in H
$$

Definition 3.1.5. (Nuclear space, [23]) A topological vector space $X$, with the topology defined by a family of Hilbert norms, is said a nuclear space if for any Hilbert norm $\|\cdot\|_{p}$ there exists a larger norm $\|\cdot\|_{q}$ such that the inclusion map $X_{q} \hookrightarrow X_{p}$ is an Hilbert-Schmidt operator.

Remark 3.1.1. Nuclear spaces have many of the good properties of the finite-dimensional Euclidean spaces $\mathbb{R}^{d}$. For example, a subset of a nuclear space is compact if and only if is bounded and closed. Moreover, spaces whose elements are 'smooth' in some sense tend to be nuclear spaces.

Theorem 3.1.1. (Minlos theorem, [23) Let $X$ be a nuclear space. For any characteristic functional $\Phi$ defined on $X$ there exists a unique probability measure $\mu$ defined on the measurable space $\left(X^{\prime}, \mathcal{B}\right)$, where $\mathcal{B}$ is regarded as the Borel $\sigma$-algebra generated by the weak topology on $X^{\prime}$, such that:

$$
\begin{equation*}
\int_{X^{\prime}} e^{i\langle w, \xi\rangle} d \mu(w)=\Phi(\xi), \quad \xi \in X \tag{3.2}
\end{equation*}
$$

### 3.2 Grey Brownian Motion

### 3.2.1 Grey noise

We denote by $L^{2}(\mathbb{R}):=L^{2}(\mathbb{R}, d x)$ the Hilbert space of real-valued square integrable measurable functions w.r.t. the Lebesgue measure. The inner product in $L^{2}(\mathbb{R})$ is denoted by (.,.) and the corresponding norm by $|$.$| . As a densely imbedded nuclear space in L^{2}(\mathbb{R})$ we choose the Schwartz test function space $\mathcal{S}(\mathbb{R})$ equipped with the scalar product.

$$
\begin{equation*}
(\xi, \eta)_{\alpha}:=\mathcal{C}(\alpha) \int_{\mathbb{R}} \widetilde{\xi}(x) \widetilde{\eta}(x)|x|^{1-\alpha} d x, \quad \xi, \eta \in \mathcal{S}(\mathbb{R}), \quad 0<\alpha<2 \tag{3.3}
\end{equation*}
$$

with $\mathcal{C}(\alpha)=\Gamma(\alpha+1) \sin \left(\frac{\pi \alpha}{2}\right)$. Together with the dual space $\mathcal{S}^{\prime}(\mathbb{R})$ we obtain the basic nuclear triple

$$
\mathcal{S}(\mathbb{R}) \subset L^{2}(\mathbb{R}) \subset \mathcal{S}^{\prime}(\mathbb{R})
$$

The canonical dual pairing between $\mathcal{S}^{\prime}(\mathbb{R})$ and $\mathcal{S}(\mathbb{R})$ is denoted by $\langle.,$.$\rangle and given as an$ extension of the scalar product in $L^{2}(\mathbb{R})$ by

$$
\langle f, \varphi\rangle=(f, \varphi), \quad f \in L^{2}(\mathbb{R}), \quad \varphi \in \mathcal{S}(\mathbb{R})
$$

On $\mathcal{S}^{\prime}(\mathbb{R})$ we choose the Borel $\sigma$-algebra $\mathcal{B}$ generated by the cylinder sets. Thus, we have a measurable space $\left(\mathcal{S}^{\prime}(\mathbb{R}), \mathcal{B}\right)$.

In order to define the Mittag-Leffler measure which is a family of probability measures on $\left(\mathcal{S}^{\prime}(\mathbb{R}), \mathcal{B}\right)$ whose characteristic functions are given by the Mittag-Leffler functions. using proposition 3.1.1 which states that starting from a completely monotonic function F , we can define characteristic functionals on $\mathcal{S}(\mathbb{R})$ by setting $\Phi(\xi)=F\left(\|\xi\|_{\alpha}^{2}\right)$. Then, by Minlos Theorem 3.1.1, the following definition makes sense.

Definition 3.2.1. For any $\beta \in(0,1]$ the Mittag-Leffler measure is defined as the unique probability measure $\mu_{\beta}$ on $\mathcal{S}^{\prime}(\mathbb{R})$ by fixing its characteristic functional

$$
\begin{equation*}
\int_{\mathcal{S}^{\prime}} e^{i\langle w, \varphi\rangle} d \mu_{\beta}(w)=E_{\beta}\left(-\frac{1}{2}\langle\varphi, \varphi\rangle\right), \quad \varphi \in \mathcal{S}(\mathbb{R}) \tag{3.4}
\end{equation*}
$$

Remark 3.2.1. 1. The measure $\mu_{\beta}$ is also called grey noise (reference) measure, (Mura [23], Bingham [2], Bondesson (4]).
2. The range $0<\beta \leq 1$ ensures the complete monotonicity of $E_{\beta}(-x)$.

In other words, this is sufficient to show that

$$
\mathcal{S}(\mathbb{R}) \ni \varphi \mapsto E_{\beta}\left(-\frac{1}{2}\langle\varphi, \varphi\rangle\right) \in \mathbb{R}
$$

is a characteristic function in $\mathcal{S}(\mathbb{R})$.
It follows from (3.4) that all moments of $\mu_{\beta}$ exists and we have
Lemma 3.2.1. For any $\varphi \in \mathcal{S}(\mathbb{R})$ and $n \in \mathbb{N}_{0}$ we have

$$
\begin{gathered}
\int_{\mathcal{S}^{\prime}(\mathbb{R})}\langle w, \varphi\rangle^{2 n+1} d \mu_{\beta}(w)=0 . \\
\int_{\mathcal{S}^{\prime}(\mathbb{R})}\langle w, \varphi\rangle^{2 n} d \mu_{\beta}(w)=\frac{(2 n)!}{2^{n} \Gamma(\beta n+1)}|\varphi|^{2 n} .
\end{gathered}
$$

Remark 3.2.2. - In the approach of (Mura, [21]) the grey noise measure is defined via the characteristic function $E_{\beta}\left(-(., .)_{\alpha}\right)$ and denoted by $\mu_{\alpha, \beta}$. This means that first the parameters $0<\alpha<2$ and $0<\beta<1$ are fixed and then generalized grey Brownian motion $B_{t}^{\alpha, \beta}$ is constructed in $L^{2}\left(\mu_{\alpha, \beta}\right)$. The measure $\mu_{\beta}$ as defined above is named general grey noise measure since for fixed $0<\beta<1$ all generalized grey Brownian motions $B_{t}^{\alpha, \beta}$ for $0<\alpha<2$ can be constructed in the single space $L^{2}\left(\mu_{\beta}\right)$.

- In the case $\alpha=\beta$ we write $B^{\beta}(t)$ instead of $B_{t}^{\beta, \beta}$. $B^{\beta}(t)$ is called grey Brownian motion.

Definition 3.2.2. We consider the generalized stochastic process $X_{\alpha, \beta}$ defined canonically on the generalized grey noise space $\left(\mathcal{S}^{\prime}(\mathbb{R}), \mathcal{B}, \mu_{\alpha, \beta}\right)$, called grey noise by $X_{\alpha, \beta}(\varphi): \mathcal{S}^{\prime}(\mathbb{R}) \rightarrow \mathbb{R}, w \mapsto X_{\alpha, \beta}(\varphi)(w):=\langle w, \varphi\rangle$.

## Properties

1. Characteristic function:

$$
\begin{equation*}
\mathbb{E}\left(e^{i \lambda X_{\alpha, \beta}(\varphi)}\right):=E_{\beta}\left(-\lambda^{2}\|\varphi\|_{\alpha}^{2}\right) . \tag{3.5}
\end{equation*}
$$

2. Moments:

$$
\mathbb{E}\left(X_{\alpha, \beta}(\varphi)^{k}\right)=\left\{\begin{array}{cc}
0, & k=2 n+1 \\
\frac{(2 n)!}{\Gamma(\beta n+1)}\|\varphi\|_{\alpha}^{2 n}, & k=2 n
\end{array}\right.
$$

3. For any $f \in \mathcal{S}(\mathbb{R})$, we have $X_{\alpha, \beta}(f) \in L^{2}\left(\mu_{\alpha, \beta}\right)$ and

$$
\left\|X_{\alpha, \beta}(f)\right\|_{L^{2}\left(\mu_{\alpha, \beta}\right)}^{2}=\frac{2}{\Gamma(\beta+1)}\|f\|_{\alpha}^{2} .
$$

### 3.2.2 Generalized grey Brownian motion.

In this subsection we briefly introduce the mathematical definition and the main of proprieties of generalized grey Brownian motion.

Definition 3.2.3. The stochastic process

$$
\begin{equation*}
\left\{B_{\alpha, \beta}(t)\right\}_{t \geq 0}=\left\{X_{\alpha, \beta}\left(\mathbf{1}_{[0, t)}\right)\right\}_{t \geq 0} . \tag{3.6}
\end{equation*}
$$

is called 'generalized' (standard) grey Brownian motion.

The "generalized" grey Brownian motion $\left\{B_{\alpha, \beta}\right\}$ has the following properties that come directly from the grey noise properties.

1. $B_{\alpha, \beta}(0)=0$ a.s. Moreover, for each $t \geq 0, \quad \mathbb{E}\left(B_{\alpha, \beta}(t)\right)=0$ and

$$
\begin{equation*}
\mathbb{E}\left(B_{\alpha, \beta}(t)^{2}\right)=\frac{2}{\Gamma(\beta+1)} t^{\alpha} . \tag{3.7}
\end{equation*}
$$

2. The autocovariance function is:

$$
\begin{equation*}
\mathbb{E}\left(B_{\alpha, \beta}(t) B_{\alpha, \beta}(s)\right)=\gamma_{\alpha, \beta}(t, s)=\frac{1}{\Gamma(\beta+1)}\left(t^{\alpha}+s^{\alpha}-|t-s|^{\alpha}\right) . \tag{3.8}
\end{equation*}
$$

3. For any $t, s \geq 0$, the characteristic function of the increments is:

$$
\begin{equation*}
\mathbb{E}\left(e^{i y\left(B_{\alpha, \beta}(t)-B_{\alpha, \beta}(s)\right)}\right)=E_{\beta}\left(-y^{2}|t-s|^{\alpha}\right), \quad y \in \mathbb{R} . \tag{3.9}
\end{equation*}
$$

The third property follows from the linearity of the grey noise definition, we suppose $0 \leq s<t$, we have $y\left(B_{\alpha, \beta}(t)-B_{\alpha, \beta}(s)\right)=y X_{\alpha, \beta}\left(\mathbf{1}_{[0, t)}-\mathbf{1}_{[0, s)}\right)=X_{\alpha, \beta}\left(y \mathbf{1}_{[s, t)}\right)$, and $\left\|y \mathbf{1}_{[s, t)}\right\|_{\alpha}^{2}=y^{2}(t-s)^{\alpha}$.

Proposition 3.2.1. For any $0<\alpha<2$ and $0<\beta \leq 1$, the process $B_{\alpha, \beta}(t), t \geq 0$, is a self-similar with stationary increments process ( $\boldsymbol{H}$-sssi), with $H=\alpha / 2$.

Proof: This result is actually a consequence of the linearity of the noise definition. Given a sequence of real numbers $\left\{\theta_{j}\right\}_{j=1, \ldots, n}$ we have to show that for any $0<t_{1}<t_{2}<$ $\cdots<t_{n}$ and $a>0$ :

$$
\mathbb{E}\left(\exp \left(i \sum_{j} \theta_{j} B_{\alpha, \beta}\left(a t_{j}\right)\right)\right)=\mathbb{E}\left(\exp \left(i \sum \theta_{j} a^{\alpha / 2} B_{\alpha, \beta}\left(t_{j}\right)\right)\right) .
$$

The linearity of the grey noise definition allows to write the above equality as

$$
\mathbb{E}\left[\exp \left(i X_{\alpha, \beta}\left(\sum_{j} \theta_{j} \mathbf{1}_{\left[0, a t_{j}\right)}\right)\right)\right]=\mathbb{E}\left[\exp \left(i X_{\alpha, \beta}\left(a^{\alpha / 2} \sum_{j} \theta_{j} \mathbf{1}_{\left[0, t_{j}\right)}\right)\right)\right] .
$$

Using (3.5) we have

$$
F_{\beta}\left(\left\|\sum_{j} \theta_{j} \mathbf{1}_{\left[0, a t_{j}\right)}\right\|_{\alpha}^{2}\right)=F_{\beta}\left(\left\|a^{\alpha / 2} \sum_{j} \theta_{j} \mathbf{1}_{\left[0, t_{j}\right)}\right\|_{\alpha}^{2}\right)
$$

which, because of the complete monotonicity, reduces to

$$
\left\|\sum_{j} \theta_{j} \mathbf{1}_{\left[0, a t_{j}\right)}\right\|_{\alpha}^{2}=a^{\alpha}\left\|\sum_{j} \theta_{j} \mathbf{1}_{\left[0, t_{j}\right)}\right\|_{\alpha}^{2} .
$$

In view of 3.3 and the fact that $\tilde{\mathbf{1}}_{[0, t)}(x)=\frac{1}{\sqrt{2 \pi}} \frac{e^{i x t}-1}{i x}$, the above equality is checked after a simple change of variable in the integration. In the same way we can prove the stationarity of the increments. We have to show that for any $h \in \mathbb{R}$ :

$$
\mathbb{E}\left[\exp \left(i \sum_{j} \theta_{j}\left(B_{\alpha, \beta}\left(t_{j}+h\right)-B_{\alpha, \beta}(h)\right)\right)\right]=\mathbb{E}\left[\exp \left(i \sum_{j} \theta_{j}\left(B_{\alpha, \beta}\left(t_{j}\right)\right)\right)\right] .
$$

We use the linearity property to write

$$
\mathbb{E}\left[\exp \left(i X_{\alpha, \beta}\left(\sum_{j} \theta_{j} \mathbf{1}_{\left[h, t_{j}+h\right)}\right)\right)\right]=\mathbb{E}\left[\exp \left(i X_{\alpha, \beta}\left(\sum_{j} \theta_{j} \mathbf{1}_{\left[0, t_{j}\right)}\right)\right)\right] .
$$

By using the definition and the complete monotonicity, we have

$$
\left\|\sum_{j} \theta_{j} \mathbf{1}_{\left[h, t_{j}+h\right)}\right\|_{\alpha}^{2}=\left\|\sum_{j} \theta_{j} \mathbf{1}_{\left[0, t_{j}\right)}\right\|_{\alpha}^{2}
$$

Remark 3.2.3. In view of Proposition 3.2.1, $\left\{B_{\alpha, \beta}(t)\right\}$ forms a class of $\boldsymbol{H}$-sssi stochastic processes indexed by two parameters $0<\alpha<2$ and $0<\beta \leq 1$. This class includes fractional Brownian motion $(\beta=1)$, grey Brownian motion $(\alpha=\beta)$ and Brownian motion $(\alpha=\beta=1)$.

### 3.2.3 Characterization of the ggBm

We want now to characterize the ggBm through its finite dimensional structure. We know that all the ggBm finite dimensional probability density functions are defined only by their autocovariance matrix. The following proposition holds

Proposition 3.2.2. Let $B_{\alpha, \beta}$ be a ggBm, then for any collection $\left\{B_{\alpha, \beta}\left(t_{1}\right), \ldots, B_{\alpha, \beta}\left(t_{n}\right)\right\}$, the joint probability density function is given by:

$$
\begin{equation*}
f_{\alpha, \beta}\left(x_{1}, x_{2}, \ldots, x_{n} ; \gamma_{\alpha, \beta}\right)=\frac{(2 \pi)^{-\frac{n-1}{2}}}{\sqrt{2 \Gamma(1+\beta)^{n} \operatorname{det} \gamma_{\alpha, \beta}}} \int_{0}^{\infty} \frac{1}{\tau^{n / 2}} M_{1 / 2}\left(\frac{\zeta}{\tau^{1 / 2}}\right) M_{\beta}(\tau) d \tau \tag{3.10}
\end{equation*}
$$

with:
$\zeta=\left(2 \Gamma(1+\beta)^{-1} \sum_{i, j=1}^{n} x_{i} \gamma_{\alpha, \beta}^{-1}\left(t_{i}, t_{j}\right) x_{j}\right)^{1 / 2}, \gamma_{\alpha, \beta}\left(t_{i}, t_{j}\right)=\frac{1}{\Gamma(1+\beta)}\left(t_{i}^{\alpha}+t_{j}^{\alpha}-\left|t_{i}-t_{j}\right|^{\alpha}\right), \quad i, j=$ $1, \ldots, n$.
and $M$ is the $M$-Wright function.
Proof: in order to show (3.10), we calculate its n-dimensional Fourier transform and we find that it is equal to

$$
\mathbb{E}\left(\exp \left(i \sum_{j=1}^{n} \theta_{j} B_{\alpha, \beta}\left(t_{j}\right)\right)\right)=E_{\beta}\left(-\Gamma(1+\beta) \frac{1}{2} \sum_{i, j=1}^{n} \theta_{i} \theta_{j} \gamma_{\alpha, \beta}\left(t_{i}, t_{j}\right)\right) .
$$

We have

$$
\begin{gathered}
\int_{\mathbb{R}^{n}} \exp \left(i \sum_{j=1}^{n} \theta_{j} x_{j}\right) f_{\alpha, \beta}\left(x_{1}, \ldots, x_{n} ; \gamma_{\alpha, \beta}\right) d^{n} x= \\
\frac{(2 \pi)^{-\frac{n-1}{2}}}{\sqrt{2 \Gamma(1+\beta)^{n} \operatorname{det} \gamma_{\alpha, \beta}}} \int_{0}^{\infty} \frac{1}{\tau^{n / 2}} M_{\beta}(\tau) \int_{\mathbb{R}^{n}} \exp \left(i \sum_{j=1}^{n} \theta_{j} x_{j}\right) M_{1 / 2}\left(\frac{\xi}{\tau^{1 / 2}}\right) d^{n} x d \tau .
\end{gathered}
$$

We remember that $M_{1 / 2}(r)=\frac{1}{\sqrt{\pi}} e^{r^{2} / 4}$, thus we get

$$
\begin{gathered}
\int_{0}^{\infty} \frac{1}{\tau^{n / 2}} M_{\beta}(\tau) \int_{\mathbb{R}^{n}} \exp \left(i \sum_{j=1}^{n} \theta_{j} x_{j}\right) \times \\
\frac{(2 \pi)^{-\frac{n}{2}}}{\sqrt{\Gamma(1+\beta)^{n} \operatorname{det} \gamma_{\alpha, \beta}}} \exp \left(-\Gamma(1+\beta)^{-1} \sum_{i, j=1}^{n} x_{i} \gamma_{\alpha, \beta}^{-1}\left(t_{i}, t_{j}\right) x_{j} / 2 \tau\right) d^{n} x d \tau .
\end{gathered}
$$

We make the change of variables $x=\Gamma(1+\beta)^{1 / 2} \tau^{1 / 2} y$, with $x, y \in \mathbb{R}^{n}$, and we get

$$
\begin{gathered}
\int_{0}^{\infty} M_{\beta}(\tau) \int_{\mathbb{R}^{n}} \exp \left(i \Gamma(1+\beta)^{1 / 2} \tau^{1 / 2} \sum_{j=1}^{n} \theta_{j} y_{j}\right) \times \\
\frac{(2 \pi)^{-\frac{n}{2}}}{\sqrt{\operatorname{det} \gamma_{\alpha, \beta}}} \exp \left(-\sum_{i, j=1}^{n} \frac{y_{i} \gamma_{\alpha, \beta}^{-1}\left(t_{i}, t_{j}\right) y_{j}}{2}\right) d^{n} y d \tau= \\
\int_{0}^{\infty} M_{\beta}(\tau) \exp \left(-\Gamma(1+\beta) \tau \sum_{i, j=1}^{n} \frac{\theta_{i} \gamma_{\alpha}\left(t_{i}, t_{j}\right) \theta_{j}}{2}\right) d \tau=\int_{0}^{\infty} e^{-\tau s} M_{\beta}(\tau) d \tau=E_{\beta}(s),
\end{gathered}
$$

where $s=\Gamma(1+\beta) \sum_{i, j=1}^{n} \theta_{i} \theta_{j} \gamma_{\alpha, \beta}\left(t_{i}, t^{j}\right) / 2$.

Applying the Kolmogorov extension theorem (see Theorem 1.1.2), the above proposition allows us to define the ggBm in an unspecified probability space. In fact, given a probability space $(\Omega, \mathcal{F}, \mathbb{P})$, the following proposition characterizes the ggBm:

Proposition 3.2.3. (Mura, [23]) Let $X(t), t \geq 0$, be a stochastic process, defined in a certain probability space $(\Omega, \mathcal{F}, \mathbb{P})$, such that

1. $X(t)$ has covariance matrix indicated by $\gamma_{\alpha, \beta}$ and finite-dimensional distributions defined by (eq. 3.10 ).
2. $\mathbb{E}\left[X^{2}(t)\right]=\frac{2}{\Gamma(1+\beta)} t^{\alpha}$ for $0<\beta \leq 1$ and $0<\alpha<2$.
3. $X(t)$ has stationary increments, then $X(t), t \geq 0$, is a generalized grey Brownian motion.

In fact condition 2) together with condition 3) imply that $\gamma_{\alpha, \beta}$ must be the ggBm autocovariance matrix (3.8).

Corollary 3.2.1. (Mura, [23]) Let $X(t), t \geq 0$, be a stochastic process defined in a certain probability space $(\Omega, \mathcal{F}, \mathbb{P})$. Let $H=\alpha / 2$ with $0<\alpha<2$ and suppose that $\mathbb{E}\left[X(1)^{2}\right]=2 / \Gamma(1+\beta)$. The following statements are equivalent:
i) $X$ is H-sssi with finite-dimensional distribution defined by (3.10),
ii) $X$ is a generalized grey Brownian motion with scaling exponent $\alpha / 2$ and "fractional order" parameter $\beta$,
iii) $X$ has zero mean, covariance function $\gamma_{\alpha, \beta}(t, s), t, s \geq 0$, defined by (3.8) and finite dimensional distribution defined by (3.10).

### 3.2.4 Representations of ggBm

In this subsection we will show that $\mathrm{gBm} B_{\alpha, \beta}$ admits different representations which will be useful in proving certain properties on the next sections. This is related to the fact that these representations involves certain known processes, such as fractional Brownian motion (fBm).

### 3.2.4.1 Normal variance mixture

Proposition 3.2.4. [23] Let $B_{\alpha, \beta}(t), t \geq 0$, be a ggBm, then

$$
\begin{equation*}
\left\{B_{\alpha, \beta}(t), t \geq 0\right\} \stackrel{d}{=}\left\{\sqrt{Y_{\beta}} X_{\alpha}(t), t \geq 0\right\} \tag{3.11}
\end{equation*}
$$

where $X_{\alpha}(t)$ is a standard $f B m, Y_{\beta}$ is an independent nonnegative random variable with probability density function $M_{\beta}(\tau), \tau \geq 0$.

The representation (3.11) is particularly interesting. Since, many question, in particularly those related to the distribution properties of $B_{\alpha, \beta}(t)$, can be reduced to question concerning the $\mathrm{fBm} X_{\alpha}(t)$, which are easier since $X_{\alpha}(t)$ is a Gaussian process.

### 3.2.4.2 One dimensional representation

Here we obtain two representations of ggBm as subordinations, valid for one-dimensional distributions. First we show that ggBm may be represented as a subordination of Brownian motion by a $\beta$-stable subordinator, (Schneider, 32]).

## 1- Subordination of Brownian motion

Let $S=S(t), t \in[0,1]$ be a $\beta$-stable subordinator and define the inverse process of S by

$$
E(x):=\inf \left\{t: S(t)>x, \quad x \in \mathbb{R}^{+}\right\} .
$$

$E(x)$ is $1 / \beta$-self-similar process with no independent/stationary increments. Bingham [2] and Bondesson and al. [4] showed that $E(x)$ has a Mittag-Leffler distribution

$$
\mathbb{E}\left(e^{-s E(x)}\right)=E_{\beta}\left(-s x^{\beta}\right) .
$$

It follows that

$$
\mathbb{E}\left(e^{-s E\left(x^{\alpha / \beta}\right)}\right)=E_{\beta}\left(-s x^{\alpha}\right) .
$$

On the other hand, we have the equality in law $E(x)=(S(1) / x)^{-\beta}$ which implies

$$
\mathbb{E}\left(e^{-s S^{-\beta}(1)}\right)=E_{\beta}(-s) .
$$

and

$$
\mathbb{E}\left(e^{-s S^{-\beta}\left(t^{-\alpha}\right)}\right)=E_{\beta}\left(-s t^{\alpha}\right)
$$

As a consequence, we obtain the following representation for the ggBm:

$$
B_{\alpha, \beta}(t)=B\left(E\left(t^{\alpha / \beta}\right)\right)=B\left(S^{-\beta}\left(t^{-\alpha}\right)\right),
$$

where $B$ is a standard Brownian motion independent of $S$ and the equalities are valid only for one-dimensional distributions.

## 2- Subordination of fBm

The second representation of ggBm as a subordination of fBm uses as subordinator a process with one-dimensional distribution related to the M-Wright function.

Let $D_{\beta}=\left\{D_{\beta}(t), t \geq 0\right\}$ be the process with one-dimensional distribution given by

$$
f_{D_{\beta}(t)}(x)=t^{-\beta} M_{\beta}\left(x t^{-\beta}\right), \quad x, t \geq 0
$$

The ggBm is represented as

$$
B_{\alpha, \beta}(t)=B_{H}\left(D_{\beta}^{1 / \alpha}\left(t^{\alpha / \beta}\right)\right),
$$

where the $\mathrm{fBm} B_{H}$ and $D_{\beta}$ are independent. The equality is valid only for one-dimensional distributions. Density $f_{D_{\beta}(t)}$ is the fundamental solution of the time-fractional drift equation

$$
\mathcal{D}_{t}^{\beta} f_{D_{\beta}(t)}(x)=-\frac{\partial}{\partial x} f_{D_{\beta}(t)}(x),
$$

where $\mathcal{D}_{t}^{\beta}$ denotes the Caputo derivative.

### 3.2.5 Other properties of the ggBm

This subsection is devoted to the study of some other properties such as the $p$-variation of ggBm , Hölder continuity...

### 3.2.5.1 The p-variation of generalized grey Brownian motion

The approach taken is inspired from the one used for the fBm .

Proposition 3.2.5. We have the following limit in probability

$$
\lim _{n \longrightarrow+\infty} n^{p \frac{\alpha}{2}-1} \sum_{j=1}^{n}\left|B_{\alpha, \beta}\left(\frac{j}{n}\right)-B_{\alpha, \beta}\left(\frac{j-1}{n}\right)\right|^{p}=\mathbb{E}\left(\left|B_{\alpha, \beta}(1)\right|^{p}\right) .
$$

Proof: See (Silva, [8]).

Proposition 3.2.6. (Silva, [8]) We have the following limit in probability

Remark 3.2.4. The ggBm is not a semimartingale. In addition, $B_{\alpha, \beta}$ cannot be of finite variation on $[0,1]$ and by scaling and stationarity of the increment on any interval.

Proof: Indeed there is a subsequence such that $V_{p, n}$ converge almost surely to $\infty$ for $p=1$ and $\alpha \in(0,2)$. If $\alpha \in(1,2)$ we can choose $p \in(2 / \alpha, 2)$ such that $V_{p, n}$ converge to 0 for some subsequence. This implies that the quadratic variation of $B_{\alpha, \beta}$ is zero. If $\alpha \in(0,1)$ we can choose $p>2$ such that $2 p / \alpha<1$ and the p -variation of $B_{\alpha, \beta}$ must be infinite. So, in any case $B_{\alpha, \beta}$ can not be a semimartingale.

### 3.2.5.2 Hölder continuity

Proposition 3.2.7. (Grothaus, [12]) Let $0<\alpha<2$ and $0<\beta<1$. Then for all $p \in N$ there exists $K<\infty$ such that $\mathbb{E}_{\mu \beta}\left(\left|B_{t}^{\alpha, \beta}-B_{s}^{\alpha, \beta}\right|^{2 p}\right)=K|t-s|^{\alpha p}, t, s \geq 0$.

The last proposition ensures that generalized grey Brownian motion has a continuous version. Indeed, choose $p \in \mathbb{N}$ such that $a p>1$ then the previous proposition provides the estimate $\mathbb{E}_{\mu \beta}\left(\left(B_{t}^{\alpha, \beta}-B_{s}^{\alpha, \beta}\right)^{2 p}\right) \leq k|t-s|^{1+p}$ with $q=a p-1>0$. This estimate is sufficient to apply Kolmogorov's continuity theorem.

### 3.2.5.3 Long-range dependency

Remark 3.2.5. (Mura, [22]) Because of the stationarity of the increments, the anomalous diffusion appears deeply related to the long-range dependence characterization of $B_{\alpha, \beta}(t)$. We remember that an H-sssi process has long-range dependence (or long memory) if $1 / 2<$ $H<1$. This means that the discrete time process of its increments exhibits long-range correlation. That is, the increments' autocorrelation function $r(k)$ tends to zero with a power law as $k$ goes to infinity. Therefore, when $0<\alpha<1$ the diffusion is slow and the process has short memory. While when $1<\alpha<2$ the diffusion is fast and the process has long memory.

### 3.3 Stochastic differential equations driven by generalized grey noise

In this section we establish a substitution formula for stochastic differential equation driven by generalized grey noise.

We consider the following stochastic differential equation (SDE) on $\mathbb{R}^{n}$

$$
\begin{equation*}
X_{t}=x_{0}+\sum_{j=1}^{d} \int_{0}^{t} V_{j}\left(X_{s}\right) d B_{\alpha, \beta}^{j}(s)+\int_{0}^{t} V_{0}\left(X_{s}\right) d s, \quad t \in[0, T] . \tag{3.12}
\end{equation*}
$$

where $x_{0} \in \mathbb{R}^{n}, T>0$ is a fixed time, $B_{\alpha, \beta}=\left(B_{\alpha, \beta}^{1}, \ldots, B_{\alpha, \beta}^{d}\right)$ is a d-dimensional ggBm, $\alpha \in(1,2), \beta \in(0,1]$ and $\left\{V_{j}, 0 \leq j \leq d\right\}$ is a collection of vector fields of $\mathbb{R}^{n}$.

The stochastic integral appearing in (3.12) is a pathwise Riemann-Stieltjes, see (Young, [34]), under suitable assumptions on $V=\left(V_{1}, \ldots, V_{d}\right)$, the equation 3.12) has a unique solution which is $\left(\frac{\alpha}{2}\right)$-Hölder continuous for all $\varepsilon>0$. This result was obtained in (Lyons, [16]). Nualart and Rãşcanu [24] have established the existence of a unique solution for a class of general differential equations that includes (3.12) using the fractional integration by parts formula obtained by Zähle for Young integral, see [35]. The representation in law of $B_{\alpha, \beta}$ see 3.11, allows us to consider, instead of the equation (3.12), the following equation:

$$
\begin{equation*}
X_{t}^{H}=x_{0}+\sum_{j=1}^{d} \int_{0}^{t} V_{j}\left(X_{s}^{H}\right) d\left(\sqrt{Y_{\beta}} B_{H}^{j}\right)(s)+\int_{0}^{t} V_{0}\left(X_{s}^{H}\right) d s, \quad t \in[0, T] . \tag{3.13}
\end{equation*}
$$

This is due to the fact that the solutions of the SDEs (3.12) and (3.13) induces the same distribution on the space of continuous functions $\mathcal{C}\left([0, T], \mathbb{R}^{n}\right)$. Furthermore, since the stochastic integral in (3.13) is a pathwise Riemann-Stieltjes integral, then the SDE (3.13) can be written as

$$
\begin{equation*}
X_{t}^{H}=x_{0}+\sqrt{Y_{\beta}} \sum_{j=1}^{d} \int_{0}^{t} V_{j}\left(X_{s}^{H}\right) d B_{H}^{j}(s)+\int_{0}^{t} V_{0}\left(X_{s}^{H}\right) d s, \quad t \in[0, T] . \tag{3.14}
\end{equation*}
$$

The main purpose of this section is to establish a substitution formula (SF) for equation (3.14). Let us now describe this approach. For each $y>0$, we consider the following equation

$$
\begin{equation*}
X_{t}^{H}(y)=x_{0}+\sqrt{y} \sum_{j=1}^{d} \int_{0}^{t} V_{j}\left(X_{s}^{H}(y)\right) d B_{H}^{j}(s)+\int_{0}^{t} V_{0}\left(X_{s}^{H}(y)\right) d s \tag{3.15}
\end{equation*}
$$

It is well known that, under suitable assumptions, see e.g. Nualart and Rãşcanu [13], that the SDE 3.15 has a strong $(1-\lambda)$ - Hölder continuous solution with $1-H<\lambda<\frac{1}{2}$. To establish a SF , the natural idea is to replace y in (3.15) by the random variable $\left(Y_{\beta}\right)$ and prove that $X^{H}\left(Y_{\beta}\right)$ satisfies the $\mathrm{SDE}(3.14)$. For more details on the SF we refer to Nualart [25]. To handle this problem, the key is to prove, for each $t \in[0, T]$ the following equalities

$$
\begin{equation*}
\left.\int_{0}^{t} V_{j}\left(X_{s}^{H}(y)\right) d B_{H}^{j}(s)\right|_{y=Y_{\beta}}=\int_{0}^{t} V_{j}\left(X_{s}^{H}\left(Y_{\beta}\right)\right) d B_{H}^{j}(s), \quad j=1, \ldots, d \tag{3.16}
\end{equation*}
$$

and

$$
\begin{equation*}
\left.\int_{0}^{t} V_{0}\left(X_{s}^{H}(y)\right) d s\right|_{y=Y_{\beta}}=\int_{0}^{t} V_{0}\left(X_{s}^{H}\left(Y_{\beta}\right)\right) d s \tag{3.17}
\end{equation*}
$$

To this end we need to study the regularity of the solution $X_{t}^{H}(y)$ of the SDE (3.15) with respect to $y$.

### 3.3.1 Preliminary

According to Mura and Pagnini [22], the $\operatorname{ggBm} B_{\alpha, \beta}$ is a stochastic process defined on a probability space $(\Omega, \mathcal{F}, \mathbb{P})$ such that for any collection $0 \leq t_{1}<t_{2}<\ldots<t_{n}<\infty$ the
joint probability density function of $\left(B_{\alpha, \beta}\left(t_{1}\right), \ldots, B_{\alpha, \beta}\left(t_{n}\right)\right)$ is given by (3.11).
Using the fact that the process $B_{\alpha, \beta}$ has $\left(\frac{\alpha}{2}-\varepsilon\right)-H \ddot{l} l d e r$ continuous trajectories for all $\varepsilon>0$. So, we can use the integral introduced by Young [34] with respect to $B_{\alpha, \beta}$. That is, for any Hölder continuous function $f$ of order such that $\gamma+(\alpha / 2)>1$ and every subdivision $\left(t_{i}^{n}\right)_{i=0, \ldots, T}$ of $[0, T]$, whose mesh tends to 0 , as $n$ goes to $\infty$, the Riemann sums

$$
\sum_{i=0}^{n-1} f\left(t_{i}^{n}\right)\left(B_{\alpha, \beta}\left(t_{i+1}^{n}\right)-B_{\alpha, \beta}\left(t_{i}^{n}\right)\right)
$$

converge to a limit which is independent of the subdivision $\left(t_{i}^{n}\right)_{i=0, \ldots, T}$. We denote this limit by

$$
\int_{0}^{T} f(t) d B_{\alpha, \beta}(t)
$$

For $0<\lambda<1$ we denote by $\mathcal{C}^{\lambda}\left([0, T], \mathbb{R}^{d}\right)$ the space of all $\lambda$ - Hölder continuous functions $f:[0, T] \rightarrow \mathbb{R}^{d}$, equipped with the norm

$$
\|f\|_{\lambda}=\|f\|_{[0, T], \infty}+\|f\|_{[0, T], \lambda},
$$

where

$$
\|f\|_{[0, T], \infty}=\sup _{0 \leq t \leq T}|f(t)|, \quad\|f\|_{[0, T], \lambda}=\sup _{0 \leq s<t \leq T} \frac{|f(t)-f(s)|}{|t-s|^{\lambda}} .
$$

For $k, n, m \in \mathbb{N}$ we denote by $\mathcal{C}_{b}^{k}:=\mathcal{C}_{b}^{k}\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$ the space of all bounded functions on $\mathbb{R}^{n}$ which are $k$ times continuously differentiable in Fréchet sense with bounded derivative up to the $k$ th order, equipped with the norm

$$
\|f\|_{c_{b}^{k}}=\|f\|_{\infty}+\|\mathcal{D} f\|_{\infty}+\ldots+\left\|\mathcal{D}^{k} f\right\|_{\infty}<\infty
$$

We also denote by $\mathcal{C}_{b}^{\infty}:=\mathcal{C}_{b}^{\infty}\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$ the class of all infinitely differentiable (in Fréchet sense) bounded functions on $\mathbb{R}^{n}$ with bounded derivatives of all orders.

### 3.3.2 Substitution theorem

Throughout this subsection we assume that the coefficients $V_{0}$ and $V$ satisfy the following hypothesis

$$
\begin{equation*}
V_{0} \in \mathcal{C}_{b}^{1}, \quad V \in \mathcal{C}_{b}^{2} \tag{H.1}
\end{equation*}
$$

First we give the regularity of the solution $X_{t}^{H}(y)$ of the SDE (3.15) with respect to $y$. This result will be proved using the following Fernique-type lemma.

Lemma 3.3.1. (Saussereau, [30])

- (i). Let $T>0$ and $1 / 2<\delta<H<1$ be given. Then, for any $\tau<1 /\left(128(2 T)^{2(H-\delta)}\right)$, we have

$$
\mathbb{E}\left(\exp \left(\tau\left\|B_{H}\right\|_{[0, T], \delta}^{2}\right)\right) \leq\left(1-128 \tau(2 T)^{2(H-\delta)}\right)^{-1 / 2}
$$

- (ii). For any integer $k \geq 1$ we have

$$
\mathbb{E}\left(\left\|B_{H}\right\|_{[0, T], \delta}^{2 k}\right) \leq 32^{k}(2 T)^{2 k(H-\delta)}(2 k)!
$$

Remark 3.3.1. For any $\left.\tau<1 / 128(2 T)^{2(H-\delta)}\right)$ we have the following tail norm estimate for $B_{H}$ :

$$
\begin{equation*}
\mathbb{P}\left[\left\|B_{H}\right\|_{[0, T], \delta}>r\right] \leq M \exp \left(-\tau r^{2}\right), \tag{3.18}
\end{equation*}
$$

where $M=\left(1-128 \tau(2 T)^{2(H-\delta)}\right)^{-1 / 2}$.
The following estimate is crucial in the proof of our main result, Theorem 3.3.1 below. It is worth to notice that such estimate was obtained and improved by Hu and Nualart [13].

Proposition 3.3.1. (Nualart, [13]) Let $T>0$ and $1 / 2<\delta<H<1$ be given. Under Hypothesis $(\boldsymbol{H} .1)$ there exist a positive constant $C_{n}$ depending on $T, \delta, H,\left\|V_{0}\right\|_{\mathcal{C}_{b}^{1}}$ and $\|V\|_{\mathcal{C}_{b}^{2}}$ such that

$$
\begin{gathered}
\left\|X^{H}(y)-X^{H}(\widetilde{y})\right\|_{\delta \leq} \leq C_{n}|\sqrt{y}-\sqrt{\widetilde{y}}|\|V\|_{C_{b}^{1}}\left\|B_{H}\right\|_{[0, T], \delta} \\
\quad \times\left(1+\left\|B_{H}\right\|_{[0, T], \delta}\right)^{2 / \delta} \exp \left(C_{n}\left\|B_{H}\right\|_{[0, T], \delta}\right)^{1 / \delta},
\end{gathered}
$$

for all $|y|,|\widetilde{y}| \leq n$.
Now we are ready to state the regularity of the solution $X^{H}(y)$ of the SDE 3.15 with respect to y .

Proposition 3.3.2. Let $T>0$ and $1 / 2<\delta<H<1$ be given. Under Hypothesis (H.1) there exist a positive $\widetilde{C}_{n}>0$ depending on $T, \delta, H,\left\|V_{0}\right\|_{\mathcal{C}_{b}^{1}}$ and $\|V\|_{\mathcal{C}_{b}^{2}}$ such that

$$
\mathbb{E}\left(\sup _{s \leq t}\left|X^{H}(y)-X^{H}(\widetilde{y})\right|^{4}\right) \leq \widetilde{C}_{n}|y-\widetilde{y}|^{2}, \quad t \in[0, T],
$$

for all $|y|,|\widetilde{y}| \leq n$.

Proof: Let $t \in[0, T]$ and $|y|,|\widetilde{y}| \leq n$ be fixed. Using the estimate in Proposition 3.3.1 we obtain

$$
\begin{aligned}
& \mathbb{E}\left(\sup _{s \leq t}\left|X^{H}(y)-X^{H}(\widetilde{y})\right|^{4}\right) \leq C_{n}^{4}|\sqrt{y}-\sqrt{\widetilde{y}}|^{4}\|V\|_{\mathcal{C}_{b}^{1}} \\
&\left.\times \mathbb{E}\left(\left\|B_{H}\right\|_{[0, T], \delta}^{4}\left(1+\left\|B_{H}\right\|_{[0, T], \delta}\right)^{8 / \delta} \exp \left(4 C_{n}\left\|B_{H}\right\|_{[0, T], \delta}\right)^{1 / \delta}\right)\right)
\end{aligned}
$$

It follows from the assertions (i) and (ii) of Lemma 3.3.1 and the following Young inequality

$$
4 C_{n}\left\|B_{H}\right\|_{[0, T], \delta}^{1 / \delta} \leq \frac{2 \delta-1}{2 \delta}\left(\frac{4 C_{n}}{\varepsilon}\right)^{2 \delta /(2 \delta-1)}+\varepsilon^{2 \delta}\left\|B_{H}\right\|_{[0, T], \delta}^{2}
$$

that, for small enough $\varepsilon$, there exist a constant $\widetilde{C}_{n}>0$ depending on $T, \delta, H,\left\|V_{0}\right\|_{\mathcal{C}_{b}^{1}}$ and $\|V\|_{\mathcal{C}_{b}^{2}}$ such that

$$
\mathbb{E}\left(\sup _{s \leq t}\left|X_{s}^{H}(y)-X_{s}^{H}\left(\left.\widetilde{y}\right|^{4}\right) \leq \widetilde{C}_{n}\right| y-\left.\widetilde{y}\right|^{2}\right.
$$

The following proposition provides the substitution formulas (3.16) and (3.17).
Proposition 3.3.3. Under Hypothesis (H.1) the equalities 3.16) and (3.17) are satisfied.
Proof: First let's recall that, for $j=1, \ldots, d$ and any $y>0$, the Young integrals

$$
\begin{equation*}
\int_{0}^{T} V_{j}\left(X_{s}^{H}(y)\right) d B_{H}^{j}(s) \tag{3.19}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{0}^{T} V_{j}\left(X_{s}^{H}\left(Y_{\beta}\right)\right) d B_{H}^{j}(s) \tag{3.20}
\end{equation*}
$$

exist. Indeed, if $1-H<\lambda<\frac{1}{2}$, then for each $y>0$, the SDE 3.15) has a strong $(1-\lambda)$ -Hölder continuous solution $X^{H}(y)$. Therefore, the process $X_{s}^{H}(y)$ has $(1-\lambda)-H \ddot{l} d e r$ continuous paths. Then the existence of the preceding integrals follows from the Lipschitz condition of $V_{j}$ and the Hölder continuity of the paths of $B_{H}^{j}$. As a consequence, for any subdivision $\left(t_{k}^{n}\right)_{k=0, \ldots, n-1}$ of $[0, T]$, whose mesh tends to 0 as n goes to $\infty$, and each $y \geq 0$, the Riemann sums

$$
S_{n}^{j}(y)=\sum_{k=0}^{n-1} V_{j}\left(X_{t_{k}^{n}}^{H}(y)\right)\left(B_{H}^{j}\left(t_{k+1}^{n}\right)-B_{H}^{j}\left(t_{k}^{n}\right)\right)
$$

and

$$
R_{n}^{j}=\sum_{k=0}^{n-1} V_{j}\left(X_{t_{k}^{n}}^{H}\left(Y_{\beta}\right)\right)\left(B_{H}^{j}\left(t_{k+1}^{n}\right)-B_{H}^{j}\left(t_{k}^{n}\right)\right),
$$

converge to (3.19) and (3.20), respectively. Now to prove (3.16), it suffices to show that $S_{n}^{j}\left(Y_{\beta}\right)=R_{n}^{j}$, converge, as n goes to $\infty$, to

$$
\left.\int_{0}^{T} V_{j}\left(X_{s}^{H}(y)\right) d B_{H}^{j}(s)\right|_{y=Y_{\beta}}
$$

Taking into account that the fBm with Hurst parameter $H$ has locally bounded $p$-variation for $p>1 / H$ and the regularity of the solution $X_{t}^{H}(y)$ with respect to $y$, cf. Proposition 3.3.2, then the above mentioned convergence follows from Nualart [25] and the following estimate,

$$
\begin{gathered}
\mathbb{E}\left|S_{n}^{j}(y)-S_{n}^{j}(\widetilde{y})\right|^{4}=\mathbb{E}\left|\sum_{k=0}^{n-1}\left(V_{j}\left(X_{t_{k}^{n}}^{H}(y)\right)-V_{j}\left(X_{t_{k}^{n}}^{H}(\widetilde{y})\right)\right)\left(B_{H}^{j}\left(t_{k+1}^{n}\right)-B_{H}^{j}\left(t_{k}^{n}\right)\right)\right|^{4} \\
\leq C|y-\widetilde{y}|^{2}
\end{gathered}
$$

for all $|y|,|\widetilde{y}| \leq n$.
The equality (3.17) is easy to prove.
The main result of this section is the following theorem.
Theorem 3.3.1. The process $\left\{X_{t}^{H}\left(Y_{\beta}\right), t \in[0, T]\right\}$ satisfies the $S D E$ (3.13).

Proof: It follows from the classical Kolmogorov criterion that, for each $t \in[0, T]$ there exists a modification of the process $\left\{X_{t}^{H}(y), y \geq 0\right\}$ that is a continuous process whose paths are $\gamma$-Hölder for every $\gamma \in\left[0, \frac{1}{4}\right)$. Now using the equalities 3.16 and 3.17) we obtain that the process $\left\{X_{t}^{H}\left(Y_{\beta}\right), t \in[0, T]\right\}$ satisfies the SDE 3.13) by substituting $y=Y_{\beta}(w)$ in the $\operatorname{SDE}$ (3.15). This completes the proof.

## Conclusion

In this work we investigated the class of grey Brownian motion $B_{\alpha, \beta}(0<\alpha<2,0<$ I $\beta \leq 1$ ) which is a class of self-similar stochastic processes with stationary increments.

First we have giving a background on stochastic calculus starting from the notions of processes and filtration, definition of stationary processes, self-similarity, H-sssi processes and we took the Brownian motion as an example.

Secondly we have discussed some useful mathematical definitions that are inherently tied to fractional calculus then some definitions of fractional integrals and derivatives are given, after that we have introduced the fractional Brownian motion.

Finally we showed that grey Brownian motion is in general a non-Gaussian process, is not a semimartingale and is of course Non-Markovian. This class of processes includes, fractional Brownian motion, Brownian motion and other $\frac{\alpha}{2}$-sssi process as special cases. GgBm admits different representations in terms of certain known processes such as Brownian motion subordinator, fractional Brownian motion subordinator and normal variance mixture $B_{\alpha, \beta}(t)=\sqrt{Y_{\beta}} X_{\alpha}(t), t \geq 0$, were $X_{\alpha}(t)$ is a standard fBm. This last representation is very interesting since many question related to $\mathrm{gBm} B_{\alpha, \beta}$ may be reduced to questions concerning the fBm which is easier since it is Gaussian. Then we studied the problem of stochastic differential equation driven by gBm , we have established a substitution formula for stochastic differential equation driven by generalized grey noise.

## Appendix

## I. Riemann-Stieltjes integral

The Riemann-Stieltjes integral of a deterministic function $f:[a, b] \rightarrow \mathbb{R}$ (integrand) with respect to another deterministic function $g:[a, b] \rightarrow \mathbb{R}$ (integrator) is defined as the limit of sums

$$
\sum_{i=1}^{n} f\left(s_{i}\right) g\left(t_{i}\right)-g\left(t_{i-1}\right)
$$

where $s_{i} \in\left[t_{i-1} ; t_{i}\right], \pi=a=t_{0}<t_{1}<\ldots<t_{n}=b$, as the mesh of the partition $\pi, \operatorname{mesh}(\pi):=$ $\max _{i=1,2, \ldots, n}\left|t_{i}-t_{i-1}\right|$, goes to 0 . The Riemann-Stieltjes integral, denoted by

$$
(R-S) \int_{[a, b]} f d g
$$

## II. Hilbert-Schmidt Operators

An Hilbert-Schmidt operator is a bounded operator $A$, defined on an Hilbert space $H$, such that there exists an orthonormal basis $\left\{e_{i}\right\}_{i \in \mathcal{I}}$ of $H$ with the property $\sum_{i \in \mathcal{I}}\left\|A e_{i}\right\|^{2}<\infty$.

## III. Anomalous diffusion

Anomalous diffusion is characterized by the asymptotic time power-law behaviour of the variance for large times: $\sigma^{2}(t) \sim t^{\gamma}$. Namely, the diffusion is slow if the exponent $\gamma$ is lesser than one, normal if it is equal to one and fast if it is greater than one.

## IV. The Wright function $W_{\lambda, \mu}(z)$

The Wright function, denoted by $W_{\lambda, \mu}(z)$, is named in honour of the British mathematician Edward Maitland Wright, who introduced and investigated this function in a series of notes starting from 1933 in the framework of the theory of partitions.

## Definition

The Wright function is defined by the series representation, convergent in the whole complex plane,

$$
W_{\lambda, \mu}(z):=\sum_{n=0}^{\infty} \frac{z^{n}}{n!\Gamma(\lambda n+\mu)}, \quad \lambda>-1, \quad \mu \in \mathbb{C} .
$$

## The Auxiliary Functions of the Wright Type

Mainardi, in his first analysis of the time-fractional diffusion equation [11], introduced the two (Wright-type) entire auxiliary functions,

$$
\begin{gathered}
F_{\nu}(z):=W_{-\nu, 0}(-z), \quad 0<\nu<1 . \\
M_{\nu}(z):=W_{-\nu, 1-\nu}(-z), \quad 0<\nu<1 .
\end{gathered}
$$

As a matter of fact, functions $F_{\nu}(z)$ and $M_{\nu}(z)$ are particular cases of the Wright function by setting $\lambda=-\nu$ and $\mu=0$ or $\mu=1$, respectively.

## Bibliography

[1] F. Biagini, Y. Hu, B. Øksendal, T. Zhang, Stochastic Calculus for Fractional Brownian Motion and Applications, Probability and Its Applications, Springer, 2008.
[2] N.H. Bingham, Limit theorems for occupation times of Markov processes, Verw. Gebiete, 17, 1-22(1971).
[3] W. Bock, J. L. da Silva, Wick type SDEs driven by grey Brownian motion, American Institute of Physics, 1871, 1-9(2017).
[4] L. Bondesson, G.K. Kristiansen, F.W. Steutel, Infinite divisibility of random variables and their integer parts, Stat. Probab. Lett, 28, 271-278(1996).
[5] A. T. Ciprian, Analysis of Variations for Self-similar Processes A Stochastic Calculus Approach, Springer, 2013.
[6] J. L. Da Silva, M. Erraoui, Generalized grey Brownian motion local time: Existence and weak approximation, Stochastics, 87, 347-361(2015).
[7] J. L. Da Silva, M. Erraoui, Existence and upper bound for the density of solutions of stochastic differential equations driven by generalized grey noise, Stochastics, 89, 1116-1126(2017).
[8] J. L. Da Silva, M. Erraoui, Singularity of generalized grey Brownian motions with different parameters, Stochastic Analysis and Applications, 34, 726-732(2018).
[9] L. Decreusefond, A. S. Üstünel, Fractional Brownian motion: Theory and applications, ESAIM Proc, 5, 75-86(1998).
[10] P. Embrechts, M. Maejima, Selfsimilar Processes, Princeton university press, 2002.
[11] R. Gorenflo, F. Mainardi, Fractional Calculus: Integral and Differential Equations of Fractional Order, in Fractals and Fractional Calculus in Continuum Mechanics, Springer, 1997.
[12] M. Grothaus, F. Jahnert, F. Riemann, J. L. da Silva, Mittag-Leffler analysis I: Construction and characterization. J. Funct. Anal, 268, 1876-1903(2015).
[13] Y. Hu, D. Nualart, Differential equations driven by Hölder continuous functions of order greater than 1/2. In Stochastic analysis and applications, 2, 399-413(2007).
[14] F. Klebaner, Introduction to Stochastic Calculus with Applications, Imperial College Press, 2012.
[15] J. W. Lamperti, Semi-stable stochastic processes, Trans. Amer. Math. Soc, 104, 5278(1962).
[16] T. Lyons, Differential equations driven by rough signals. I. An extension of an inequalityof L. C. Young, Mathematical Research Letters, 4, 451-464(1994).
[17] B. Maslowski, D. Nualart, Evolution equations driven by a fractional Brownian motion, Journal of Functional Analysis, 202, 277-305(2003).
[18] B. Mandelbrot, J. Van Ness, Fractional Brownian Motions, Fractional Noises and Applications, SIAM Review, 10, 422-437(1968).
[19] P. A. Meyer, Les processus stochastiques de 1950 à nos jours, Birkhuser, 813848(2000).
[20] K. S. Miller, B. Ross, An Introduction to the Fractional Calculus and Fractional Differential Equations, John Wiley \& Sons, New York, 1993.
[21] A. Mura, F. Mainardi. A class of self-similar stochastic processes with stationary increments to model anomalous diffusion in physics. Integral Transforms Spec. Funct, 20, 185-198(2009).
[22] A. Mura, G. Pagnini, Characterizations and simulations of a class of stochastic processes to model anomalous diffusion. J. Phys, 41, 1-20(2008).
[23] A. Mura, Non-Markovian stochastic processes and their applications: from anomalous diffusions to time series analysis. PhD thesis, Bologna, 2008.
[24] D. Nualart, A. Rãşcanu, Differential equations driven by fractional Brownian motion, Collect. Math, 53, 55-81(2002).
[25] D. Nualart, The Malliavin calculus and related topics, Springer, 2006.
[26] B. Øksendal, Stochastic Differential Equation Introduction with Applications, Corrected Printing Springer-Verlag, 2006.
[27] K. B. Oldham, J. Spanier, The Fractional Calculus: Theory and Application of Differentiation and Integration to Arbitrary Order, Academic Press, New York, 1974.
[28] J. Pitman, M. Yor, A guide to Brownian motion and related stochastic processes, University of California, USA, 2018.
[29] S. G. Samko, A. A. Kilbas, O. I. Marichev, Fractional Integrals and Derivatives, Gordon and Breach Science Publishers, 1993.
[30] B. Saussereau, A stability result for stochastic differential equations driven by fractional Brownian motions, Int. J. Stoch. Anal, 1-13(2012).
[31] W. R. Schneider, Grey noise. In Ideas and methods in mathematical analysis, stochastics, and applications (Oslo, 1988), Cambridge Univ. Press, 1992.
[32] W. R. Schneider, Grey noise. In Stochastic processes, physics and geometry, World Sci. Publ, 1990.
[33] J. C. Watkins. Stochastic Processes in Continuous Time, 2007.
[34] L. C. Young, An inequality of the Hölder type, connected with Stieltjes integration, Acta Math, 67, 251-282(1936).
[35] M. Zähle, Integration with respect to Fractal Functions and Stochastic Calculus, Probability Theory and Related Fields, 111, 333-378(1998).


[^0]:    ${ }^{1}$ e-mail: Amel_ameldebbas@gamil.com.

[^1]:    ${ }^{1} \mathrm{~A}$ process $\left\{X_{t}\right\}_{t \geq 0}$ is said to be degenerate if for any $t \geq 0, X_{t}=0$ almost surely.

[^2]:    ${ }^{2}$ We always consider finite variance $\mathbf{H}$-sssi process because it have many interesting properties.

[^3]:    ${ }^{3}$ Sometimes, we refer to the $\mathbf{H}$-sssi process $\left\{X_{t}\right\}_{t \in I}$ with the word standard if $\sigma^{2}=1$

