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Introduction

In the last few decades, a significant interest in fixed point theory has
been directed to transposing classical metric fixed point result from metric
spaces to certain generalized metric spaces.

Historically, the starting line in this field was well-defined by the cre-
ation of Banach’s fixed point theorem, formulated and proved in 1920, which
was published in 1922, it is one of the most important theorems in classi-
cal functional analysis. After that more results involving fixed point with
different contractive mappings in metric spaces came into view for example
Kannan [27], introduced Kannan contractive theorem to find fixed points of
mappings which are not continuous. The Banach and Kannan fixed point
theorems have been improved by various successful attempts. One such at-
tempt is due to Reich [32].

On the other hand in 1989, Backhtin [12] introduced the concept of b-
metric space. In 1993 Czerwik [29] first presented a generalization of Banach
fixed point theorem in b-metric spaces. Many researchers including Aydi
[11], Boriceanu [21], Chug [24], Bota [18] studied the extension of fixed point
theorems in b-metric space.

Later on, Fagin et al. [26] discussed some kind of relaxation in triangular
inequality and called this new distance measure as non-linear elastic mathing
(NEM). Similar type of relaxed triangle inequality was also used for trade
measure [7] and to measure ice floes [25]. All these applications intrigued and
pushed Kamran et al. in [33] to introduce the concept of extended b-metric
spaces as a generalization of b-metric spaces.
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In this thesis we will study some fixed point theorems for single-valued
mappings and operators that satisfy a cyclic-type contraction condition in
complete extended b-metric spaces.

The thesis contains three chapters organized as follows:

In the first chapter we will discuss some basic definitions and proper-
ties that we will use later, This chapter also includes many interesting results
related to the b-metric spaces, some examples which satisfy the properties of
above spaces, some fixed-point theories, and convergence, Cauchy sequence,
completeness.

In the second chapter we will throw light on our main topic, which
is the extended b-metric space. Also, we will see some examples in different
spaces, some important definitions that we need, some fixed-point theories
especially for operators that satisfy a cyclic-type contraction.

In the last chapter we will move on to the applications of some fixed-
point theorems that we saw in the second chapter on The Integral equations,
Differential equations and Fractional differential equations.



Chapter 1

Preliminaries.

In this chapter we throw light on basic definitions and many interest-
ing results related to the b-metric spaces, some examples which satisfy the
properties of above spaces, convergence, Cauchy sequence, completeness and
some fixed point theories.

1.1 Definitions

Definition 1.1.1. [23](Metric space)
Let X be a non-empty set and let d : X ×X −→ R+ be a function satisfying
the conditions,

1. d(x, y) = 0 if and only if x = y;

2. d(x, y) = d(y, x) for all x, y ∈ X;

3. d(x, y) ≤ [d(x, z) + d(z, y)], for all x, y, z ∈ X.

Then d it is called metric on X and the pair (X, d) is called metric space.

Definition 1.1.2. (Lipschitzian mapping)
Let (X, d) be a metric space and T is a mapping from X to X. The mapping
T is called a Lipschitz mapping if there exists a constant k ≥ 0 such that

d(Tx, Ty) ≤ kd(x, y),

for all x, y ∈ X. Where k is called the Lipschitz constant.
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Example 1.1.1. Consider X = [1, 2] and d : X × X −→ R+ defined by
d(x, y) = |x− y|. Define T : X −→ X by T (x) = x2.

Since x2 − y2 = (x+ y)(x− y) It follows that

d(T (x), T (y)) = |T (x)− T (y)|
= |x2 − y2|
≤ |x+ y||x− y|
≤ (|x|+ |y|)|x− y|
≤ (2 + 2)|x− y|
= 4d(x, y),

for all x, y ∈ R. This shows that T is a Lipschitz mapping, with Lipschitz
constant k = 4.

Definition 1.1.3. (Contraction mapping)
A mapping T : X −→ X where (X, d) is a metric space, is said to be a
contraction if there exists k ∈ [0, 1) such that for all x, y ∈ X;

d(Tx, Ty) ≤ kd(x, y) (1.1)

Example 1.1.2. Let X = [0, 1] and d : X ×X −→ R+ defined by

d(x, y) = |x− y|.

Clearly (X, d) is metric space. The function T : X −→ X where

T (x) = ln(1 +
x

4
)

is a contraction.

Definition 1.1.4. (`p spaces)
Let K the field either of real or complex numbers. We denote by KN the set
of all sequences of elements of K which is a vector space.
For 0 < p <∞, `p is the subspace of KN consisting of all sequences (xn)n∈N

satisfying ∑
n

|xn|p <∞
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If p ≥ 1, then the real-valued function ‖ · ‖p on `p defined by

‖x‖p =

(∑
n

|xn|p
)1/p

for all x ∈ `p

defines a norm on `p. In fact, `p is a complete metric space with respect to
this norm, and therefore is a Banach space.
If p = 2 then `2 is also a Hilbert space when endowed with its canonical inner
product, called the Euclidean inner product, defined for all x, y ∈ `p by

〈x, y〉 =
∑
n

xnyn.

For 0 < p < 1, then `p does not carry a norm, but rather a metric defined by

d(x, y) =
∑
n

|xn − yn|p . (1.2)

Definition 1.1.5. Let (S,Σ, µ) be a measure space. If 0 < p < 1, then Lp(µ)

it is the quotient vector space of those measurable functions f such that

Np(f) =

∫
S

|f |p dµ <∞.

We may introduce the p − norm ‖f‖p = Np(f)1/p, but ‖ · ‖p does not
satisfy the triangle inequality in this case, and defines only a quasi-norm.
and so the function

dp(f, g) = Np(f − g) = ‖f − g‖pp.

is a metric on Lp(µ).

Example 1.1.3. For 0 < p < 1, let LP [0, 1] be the set of all functions
f : [0, 1] −→ R that are measurable and satisfy∫ 1

0

|f(x)|pdx <∞,

with functions equal almost everywhere identified. We define a metric on
LP [0, 1] by

dp(f, g) =

∫ 1

0

|f(x)− g(x)|pdx. (1.3)
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Definition 1.1.6. (Convex function)
A function f from a real interval I to R is said to be convex when for all x1
and x2 of I and all t ∈ [0, 1] we have:

f (tx1 + (1− t)x2) ≤ tf (x1) + (1− t)f (x2)

Example 1.1.4. The power function R∗+ −→ R, x −→ xp is convex if p > 1.

Proposition 1.1.1. A continuous function f on I is convex on I if (and
only if) whatever the elements x1 and x2 of I:

f

(
x1 + x2

2

)
≤ f(x1) + f(x2)

2
.

1.2 b-metric space

Definition 1.2.1. [28](b-metric space)
A b-metric on a nonempty set X is a function ds : X×X −→ [0,∞) satisfying
the conditions

(ds1) d(x, y) = 0⇔ x = y;

(ds2) d(x, y) = d(y, x);

(ds3) d(x, y) ≤ s[d(x, z) + d(z, y)];

for all x, y, z ∈ X, and for some fixed number s ≥ 1. The pair (X, ds) is
called a b-metric space.

The condition (ds3) is called the s-relaxed triangle inequality and that
give us for all x0, x1 · · · xn ∈ X ∀n ∈ N;

ds(x0, xn) ≤ sds(x0, x1) + s2ds(x1, x2) + · · ·+ sn−1ds(xn−2, xn−1)

+ sn−1ds(xn−1, xn)

Indeed. we obtain successively

ds(x0, xn) ≤ sds(x0, x1) + sds(x1, xn)

≤ sds(x0, x1) + s2ds(x1, x2) + s2ds(x2, xn)

≤ sds(x0, x1) + · · ·+ sn−1ds(xn−2, xn−1) + sn−1ds(xn−1, xn)
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Example 1.2.1. [33] Let X = `p(R) with 0 < p < 1 where

`p(R) = {{xn} ⊂ R :
∑
n

|xn|p <∞}.

Define d : X ×X −→ R+ as:

d(x, y) =

(∑
n

|xn − yn|p
)1/p

<∞

where x = {xn} , y = {yn}. then d is a b-metric with coefficient s = 21/p.

Indeed, (X, δ) is a metric space with δ(x, y) =
∑
n

|xn − yn|p < ∞ from

(1.2) by the triangle inequality we have

δ(x, y) ≤ δ(x, z) + δ(z, y) for all x, y, z ∈ X

then

δ(x, y)1/p ≤ (δ(x, z) + δ(z, y))1/p

≤ (2 max{δ(x, z), δ(z, y)})1/p

≤ 21/p(δ(x, z)1/p + δ(x, z)1/p)

So

d(x, y) ≤ 21/p(d(x, z) + d(z, y))

The conditions (ds1) and (ds2) are satisfied then (X, ds) is a b-metric space
with s = 21/p.

Example 1.2.2. [33] Let LP [0, 1] be the space of all functions x : [0, 1] −→ R
such that

∫ 1

0
|x(t)|pdt <∞, with 0 < p < 1, Define ds : X ×X −→ R+ as :

ds(x, y) =

(∫ 1

0

|x(t)− y(t)|pdt
)1/p

We can prove it by the same way using (1.3) (X, ds) is a b-metric space
with coefficient s = 21/p.
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Example 1.2.3. [1] Let (X, d) be a metric space and σd : X ×X −→ R be
defined by

σd(x, y) = [d(x, y)]p

for all x, y ∈ X where p > 1 is a fixed real number. Then σd is a b-metric
with s = 2p−1

Indeed, conditions (ds1) and (ds2) in Definition 1.2.1 are satisfied and
thus we only have to show that condition (ds3) holds for σd.
If p > 1 the convexity of the function f(x) = xp (see Example 1.1.4) implies
for each x, y, z ∈ X we get

σd(x, y) = [d(x, y)]p ≤ [d(x, z) + d(z, y)]p

≤ 2p−1[d(x, z)p + d(z, y)p]

≤ 2p−1[σd(x, z) + σd(z, y)].

So condition (ds3) holds and σd is a b-metric with s = 2p−1.

We present an easy example to show that in general a b-metric need not
be a metric.

Example 1.2.4. If X = R is the set of real numbers and |x− y| is the usual
euclidean metric then |x − y|2 is a b-metric on R with s = 2 but it is not a
metric on R.

Indeed, conditions (d1) and (d2) in Definition 1.2.1 are satisfied and con-
dition (d3) holds by the identity of parallelogram, for all x, y, z ∈ R

|x− y|2 = |x− z︸ ︷︷ ︸
a

+ z − y︸ ︷︷ ︸
b

|

|a+ b|2 + |a− b|2 = 2|a|2 + 2|b|2 ⇒ |a+ b|2 = 2|a|2 + 2|b|2 − |a− b|2

⇒ |a+ b|2 ≤ 2|a|2 + 2|b|2

⇒ |x− y|2 ≤ 2(|x− z|2 + |z − y|2)

|x− y|2 is a b-metric with s = 2.
If x = 5, y = 1, z = 4 the tringle inequality is not satisfied then |x − y|2 is
not a metric.
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Remark 1.2.1. The above examples show that the class of b-metric spaces
is larger than the class of metric spaces. When s = 1, the concept of b-metric
space coincides with the concept of metric space.

The notions of convergent sequence, Cauchy sequence and complete space
are defined as in metric spaces.

Definition 1.2.2. [21](Cauchy sequence)
Let (X, ds) be a b-metric space. Then a sequence (xn) in X is called Cauchy
sequence if and only if for all ε > 0 there exists n(ε) ∈ N such that for each
n,m ≥ n(ε) we have d(xn, xm) < ε.

Definition 1.2.3. [21](Convergent sequence)
Let (X, ds) be a b-metric space. Then a sequence (xn) in X is called conver-
gent sequence if and only if there exists x ∈ X such that for all ε > 0 there
exists n(ε) ∈ N such that for all n ≥ n(ε) we have d(xn, x) < ε. In this case
we write lim

n→∞
xn = x.

Definition 1.2.4. [21](Complete b-metric space) The b-metric space is
complete if every Cauchy sequence convergent.

Remark 1.2.2. For all m,n ∈ N let m,n −→∞ the inequality

ds(xn, xm) ≤ s[ds(xn, x) + ds(x, xm)]

shows that every convergent sequance is cauchy.

Definition 1.2.5. [34](Fixed point)
Let X be a nonempty set and T : X −→ X a selfmap. We say that x ∈ X
is a fixed point of T if T (x) = x and denote by FT or Fix(T ) the set of all
fixed points of T .

Definition 1.2.6. [34](The Picard iteration)
Let X be any set and T : X −→ X a selfmap. For any given x ∈ X, we define
T n(x) inductively by T 0(x) = x and T n+1(x) = T (T n(x)); we recall T n(x)

the nth iterative of x under T . For any x0 ∈ X, the sequence {xn}n≥0 ⊂ X

given by
xn = Txn−1 = T n(x0), n = 1, 2 · · · (1.4)

Is called the sequence of successive approximations with the initial value x0.
It is also known as The Picard iteration starting at x0.
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Definition 1.2.7. [37](Continuity)
Let (X, db) and (X ′, d′b) be two b-metric spaces with coefficient s and s′, re-
spectively. A mapping T : X −→ X ′ is called continuous if each sequence
{xn} in X, which converges to x ∈ X with respect to db, then Txn converges
to Tx with respect to d′b.

Definition 1.2.8. [28](Continuity of a b-metric)
Let (X, ds) be a b-metric space with constant s ≥ 1. A b-metric is said to be

• continuos if

ds(xn, x) −→ 0, ds(yn, y) −→ 0⇒ ds(xn, yn) −→ ds(x, y)

• separately continuous if the function ds(x, ·) is continuous on X for
every x ∈ X, i.e.,

ds(yn, y) −→ 0⇒ ds(x, yn) −→ ds(x, y),

for all (xn), (yn) in X and all x, y ∈ X.

Lemma 1.2.1. Let (X, ds) be a b-metric space, If d is continuos, then every
convergent sequence has a unique limit.

Proof. Let {xn} a convergent sequence xn −→ x . Assume that there exist
an other limit x∗ such that xn −→ x∗.
By continuity of ds we have

ds(xn, x) −→ 0, ds(xn, x
∗) −→ 0⇒ ds(xn, xn) = 0 −→ ds(x, x

∗).

So
ds(x, x

∗) = 0⇒ x = x∗.

Definition 1.2.9. [29](Topological notions)
If (X, ds) is a b-metric space then a subset Y ⊂ X is called

(i) Compact if for every sequence of elements of Y there exists a subse-
quence that converges to an element of Y .

(ii) Closed if for each sequence {xn} in Y which converges to an element
x, we have x ∈ Y .
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1.3 Fixed point theorems

Theorem 1.1. (Banach contraction principle)
Let (X, d) be a complete metric space and let T : X −→ X be a contraction
on X. Then T has a unique fixed point x ∈ X (such that T (x) = x).

Proof. Let us choose any x0 ∈ X, and define the sequence (xn), where

xn+1 = T (xn), n = 1, 2, · · · (1.5)

Our proof strategy will be to show

1. This sequence is Cauchy.

2. This limit is a fixed point of T .

3. The fixed point is unique.

step 1 By using (1.5) and the fact that T is a contraction we have

d(xm+1, xm) = d(T (xm), T (xm−1))

≤ Kd(xm, xm−1)

≤ Kd(T (xm−1), T (xm−2))

≤ K2d(xm−1, xm−2)

≤ ...

≤ Kmd(x1, x0).

Hence by the triangle inequality we get (for n ≥ m) that

d(xm, xn) ≤ d(xm, xm+1) + d(xm+1, xm+2) + · · ·+ d(xn−1, xn)

≤ (Km +Km+1 + · · ·+Kn−1)d(x1, x0)

≤ Km1−Kn−m

1−K
d(x1, x0).

where in the last equality we have used the summation formula for
a geometric series. Since 0 < K < 1, we have 1 − Kn−m < 1, and
consequently

d(xm, xn) ≤ Km

1−K
d(x1, x0)
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Since 0 < K < 1 and d(x0, x1) are fixed, it is clear that we can make
d(xm, xn) as small as we please by choosing m sufficiently large (and
n > m). This proves that (xn) is Cauchy. Finally, since (X, d) is
complete, there exists an x ∈ X such that xn −→ x.

step 2 To show that x is a fixed point, we consider the distance d(x, T (x)).
From the triangle inequality we get

d(x, T (x)) ≤ d(x, xm) + d(xm, T (x))

≤ d(x, xm) + d(T (xm−1), T (x))

≤ d(x, xm) +Kd(xm−1, x)

and since xn −→ x it is clear that we can make this distance as small
as we please by choosing m sufficiently large. We conclude that

d(x, T (x)) = 0⇒ T (x) = x.

so x ∈ X is a fixed point of T .

step 3 Suppose there are two fixed points x = T (x) and x∗ = T (x∗). Since T
is a contraction with constant K ∈ [0, 1) then, we obtain

d(x, x∗) = d(T (x), T (x∗)) ≤ Kd(x, x∗)

which implies d(x, x∗) = 0 since 0 < K < 1. Hence x = x∗, and the
fixed point x of T is unique.

Lemma 1.3.1. [30] Let (X, ds) be a b-metric space and (xn) a sequence in
X such that

ds(xn+1, xn+2) ≤ qds(xn, xn+1), n = 0, 1, · · ·

where 0 ≤ q < 1. Then the sequence (xn) is Cauchy sequence in X provided
that sq < 1.
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Proof. For any n,

ds(xn+1, xn+2) ≤ qds(xn, xn+1)

≤ q2ds(xn−1, xn) ≤ · · · ≤ qn+1ds(x0, x1).

For n < m, by the triangle inequality,

ds(xn, xm) ≤ sds(xn, xn+1) + s2ds(xn+1, xn+2) + · · ·
+ sm−n−1[ds(xm−2, xm−1) + ds(xm−1, xm)]

≤ sqn(1 + sq + s2q2 + · · · )ds(x0, x1)

≤ sqn

(1− sq)
ds(x0, x1) −→ 0 as n −→∞,

and (xn) is Cauchy.

In the following we recollect the extension of Banach contraction principle
in case of b-metric spaces.

Theorem 1.2. Let (X, ds) be a complete b-metric space with constant s such
that b-metric is a continuous functional. Let T : X −→ X be a contraction
having contraction constant k ∈ [0, 1) such that ks < 1. Then T has a
unique fixed point.

Proof. Let x0 ∈ X and {xn}n≥1 be a sequence in X defined as following

xn = Txn−1 = T nx0, n = 1, 2, · · ·

step 1 Let’s prove that xn is a Cauchy sequence
Since T is a contraction with constant k ∈ [0, 1) then, we obtain

ds(Txn, Txn+1) ≤ kds(xn, xn+1) n = 0, 1, · · ·
ds(xn+1, xn+2) ≤ kds(xn, xn+1)

then (xn) is a Cauchy sequence by Lemma 1.3.1.

step 2 Now, we show that x∗ is a fixed point of T.
Indeed, in view of completeness of X; we consider that {xn}n≥1 con-
vergent to x∗ ∈ X.

Tx∗ = lim
n→∞

Txn = lim
n→∞

xn+1 = x∗
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Therefore, x∗ is a fixed point of T .

step 3 Finally we have to show that the fixed point is unique. Assume that x′

is an other fixed point of T . Then, Tx′ = x′.

ds(x
∗, x′) = ds(Tx

∗, Tx′) ≤ kds(x
∗, x′)

So the fixed point is unique. This completes the proof.

If the metric space (X, d) is complete then the mapping satisfying (1.1)
has a unique fixed point. Inequality (1.1) implies continuity of T . A natural
question is that whether we can find contractive conditions which will imply
existence of fixed point in a complete metric space but will not imply con-
tinuity. Kannan in [27] established the following result in which the above
question has been answered in the affirmative. If T : X −→ X where (X, d)

is a complete metric space, satisfies the inequality

d(Tx, Ty) ≤ a[d(x, Tx) + d(y, Ty)] (1.6)

where a ∈
[
0,

1

2

)
and, x, y ∈ X then T has a unique fixed point. The

mappings satisfying (1.6) are called Kannan type mappings.

Theorem 1.3. Let (X, ds) be a complete b-metric space with constant s ≥ 1

and define the sequence {xn}∞n=1 ⊂ X by the recursion (1.4).

Let T : X −→ X be a mapping for which there exists µ ∈
[
0,

1

2

)
such that

ds(Tx, Ty) ≤ µ[ds(x, Tx) + ds(y, Ty)] (1.7)

for all, x, y ∈ X and (s + 1)µ < 1. Then, there exists x∗ ∈ X such that
xn −→ x∗ and x∗ is unique fixed point of T .

Proof. Let x0 ∈ X and {xn}∞n=1 be a sequence in X defined as

xn = Txn−1 = T nx0, n = 1, 2 · · · .
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By using (1.7) and (1.4) we obtain that

ds(xn, xn+1) = ds(Txn−1, Txn)

≤ µ[ds(xn−1, xn) + ds(xn, xn+1)]

and we obtain
ds(xn, xn+1) ≤

µ

1− µ
ds(xn−1, xn)

Similarly, we have

ds(xn, xn+1) ≤
(

µ

1− µ

)n
ds(x0, x1) (1.8)

Note that µ ∈
[
0,

1

2

)
then

µ

1− µ
∈ [0, 1). Thus, T is a contraction mapping.

We deduce, in similar manner to that in the proof of Theorem 1.2 that
{xn}∞n=1 is a Cauchy sequence and hence, a convergent sequence, too. We
consider that {xn}∞n=1 convergent to x∗ ∈ X then we have

ds(x
∗, Tx∗) ≤ s[ds(x

∗, xn) + ds(xn, Tx
∗)]

≤ sds(x
∗, xn) + sµ[ds(xn−1, xn) + ds(x∗, Tx

∗)]

and we arrive at

ds(x
∗, Tx∗) ≤ s

1− sµ
ds(x

∗, xn) +
sµ

1− sµ
ds(xn−1, xn)

Also, thanks to (1.8), we obtain that

ds(x
∗, Tx∗) ≤ s

1− sµ
ds(x

∗, xn) +
sµ

1− sµ

(
µ

1− µ

)n
ds(x0, x1)

Letting n −→∞ lim
n−→∞

ds(x
∗, Tx∗) = 0 Therefore, x∗ = Tx∗ and implies that

x∗ is a fixed point of T . It is easy to see the fixed point is unique.

The following theorem is given by Reich [32]:

Theorem 1.4. Let X be a complete metric space with metric d and let T :

X −→ X be a function with the following property

d(T (x), T (y)) ≤ ad(x, T (x)) + bd(y, T (y)) + cd(x, y)

for all x, y ∈ X where a, b, c are non-negative and satisfy a+ b+ c < 1. Then
T has a unique fixed point.
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Theorem 1.5. Let M be a complete b-metric space with metric ds and let
T : M −→M be a function with the following

ds(T (x), T (y)) ≤ ads(x, T (x)) + bds(y, T (y)) + cds(x, y)

for all x, y ∈M where a, b, c are non-negative real numbers and satisfy
a+ s(b+ c) < 1 for s ≥ 1 then T has a unique fixed point.

Proof. Let x0 ∈M and {xn} be a sequence in M , such that

xn = Txn−1 = T nx0

step 1 First, we prove that xn is a Cauchy sequence

ds(xn+1, xn) = ds(Txn, Txn−1)

≤ ads(xn, Txn) + bds(xn−1, Txn−1)

+ cds(xn, xn−1)

≤ ads(xn, xn+1) + bds(xn−1, xn) + cds(xn, xn−1)

⇒ (1− a)ds(xn+1, xn) ≤ (b+ c)ds(xn, xn−1)

ds(xn+1, xn) ≤ b+ c

1− a
ds(xn, xn−1) = pds(xn, xn−1)

continuing this process we can easily say that

ds(xn+1, xn) ≤ pnds(x0, x1)

Using Lemma 1.3.1 we get {xn} is a Cauchy sequence in M since M is
complete .we consider that {xn} converge to x∗.

step 2 Now we show that x∗ is a fixed point of T .
we have

ds(x
∗, Tx∗) ≤ s[ds(x

∗, xn) + ds(xn, Tx
∗)]

≤ s[ds(x
∗, xn) + ds(Txn−1, Tx

∗)]

≤ s[ds(xn, x
∗) + ads(x

∗, Tx∗) + bds(Txn−1, xn−1)

+ cds(xn−1, x
∗)]

⇒ (1− as)ds(x∗, Tx∗) ≤ s[ds(x
∗, xn) + bds(xn−1, xn) + cds(xn−1, x

∗)]

ds(x
∗, Tx∗) ≤ s

1− as
[ds(x

∗, xn) + bds(xn−1, xn)

+ cds(xn−1, x
∗)]
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Taking lim n −→∞ , we get

lim
n−→∞

ds(x
∗, Tx∗) = 0⇒ x∗ = Tx∗

x∗ is the fixed point of T .

step 3 Now, for the uniqueness of fixed point. Let x and y be two fixed points
of T

ds(x, y) = ds(Tx, Ty)

≤ ads(x, T (x)) + bds(y, T (y)) + cds(x, y)

⇒ ds(x, y) ≤ cds(x, y)

which is a contradiction. The proof is complete.



22 1.3 Fixed point theorems



Chapter 2

Extended b-metric space.

In this chapter, we will discuss the definition of the extended b-metric
space, some examples, the difference between it and the b-metric space, and
finally some fixed point theorems.

2.1 Definitions

Definition 2.1.1. [33](Extended b-metric space)
Let X be a non empty set and θ : X ×X −→ [1,∞). A function
dθ : X ×X −→ [0,∞) is called an extended b-metric if for all x, y, z ∈ X it
satisfies:

(dθ1) dθ(x, y) = 0 iff x = y;

(dθ2) dθ(x, y) = dθ(y, x);

(dθ3) dθ(x, z) ≤ θ(x, z)[dθ(x, y) + dθ(y, z)].

The pair (X, dθ) is called an extended b-metric space.

Remark 2.1.1. [33] If θ(x, y) = s for s ≥ 1 then we obtain the definition of
a b-metric space.

Example 2.1.1. [33] Let X = {1, 2, 3}. Define θ : X × X −→ R+and
dθ : X ×X −→ R+ as:

θ(x, y) = 1 + x+ y

23
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dθ(1, 1) = dθ(2, 2) = dθ(3, 3) = 0

dθ(1, 2) = dθ(2, 1) = 80, dθ(1, 3) = dθ(3, 1) = 1000, dθ(2, 3) = dθ(3, 2) = 600

Indeed, (dθ1) and (dθ2) trivially hold. For (dθ3) we have:

dθ(1, 2) = 80, θ(1, 2)[dθ(1, 3) + dθ(3, 2)] = 4(1000 + 600) = 6400

dθ(1, 3) = 1000, θ(1, 3)[dθ(1, 2) + dθ(2, 3)] = 5(80 + 600) = 3400

Similar calculations hold for dθ(2, 3). Hence for all x, y, z ∈ X

dθ(x, z) ≤ θ(x, z)[dθ(x, y) + dθ(y, z)]

Hence (X, dθ) is an extended b-metric space.

Example 2.1.2. Let X = [0,+∞). Define two mappings
θ : X ×X −→ [1,+∞) and dθ : X ×X −→ [0,+∞) as follows:

θ(x, y) = 1 + x+ y,

for all x, y ∈ X, and

dθ(x, y) =

{
x+ y, x 6= y,

0, x = y.
(2.1)

Then, (X, dθ) is an extended b-metric space.

Indeed, (dθ1) and (dθ2) in Definition 2.1.1 are clear. Let x, y, z ∈ X. We
prove that (dθ3) in Definition 2.1.1 is satisfied.

(i) If x = y, then (dθ3) is clear.

(ii) If x 6= y, x = z, then

θ(x, y)[dθ(x, z) + dθ(z, y)] = (1 + x+ y)[0 + (z + y)]

= (1 + x+ y)(x+ y)

≥ x+ y = dθ(x, y).
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(iii) If x 6= y, y = z, then

θ(x, y)[dθ(x, z) + dθ(z, y)] = (1 + x+ y)[(x+ z) + 0]

= (1 + x+ y)(x+ y)

≥ x+ y = dθ(x, y).

(iv) If x 6= y, y 6= z, x 6= z, then

θ(x, y)[dθ(x, z) + dθ(z, y)] = (1 + x+ y)[(x+ z) + (z + y)]

≥ x+ 2z + y

≥ x+ y = dθ(x, y).

Consider the above cases, it follows that (dθ3) holds. Hence, the claim holds.

Example 2.1.3. [33] Let X = C([a, b],R) be the space of all continuous real
valued functions define on [a, b]. Note that X is complete extended b-metric
space by considering

dθ(x, y) = sup
t∈[a,b]

|x(t)− y(t)|2,

with
θ(x, y) = |x(t)|+ |y(t)|+ 2,

where θ : X ×X −→ [1,∞).

(dθ1) and (dθ2) in Definition 2.1.1 are clear. Let f, h, g ∈ X. We prove
that (dθ3) in Definition 2.1.1 is satisfied.

(i) If f = h, then (dθ3) is clear.

(ii) If f 6= h, f = g, then

θ(f, h)[dθ(f, g) + dθ(g, h)] = (2 + |f(t)|+ |h(t)|)[ sup
t∈[a,b]

|f(t)− g(t)|2

+ sup
t∈[a,b]

|g(t)− h(t)|2]

= (2 + |f(t)|+ |h(t)|) sup
t∈[a,b]

|f(t)− h(t)|2

≥ sup
t∈[a,b]

|f(t)− h(t)|2 = dθ(f, h).
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(iii) If f 6= h, h = g, then

θ(f, h)[dθ(f, g) + dθ(g, h)] = (2 + |f(t)|+ |h(t)|)[ sup
t∈[a,b]

|f(t)− g(t)|2

+ sup
t∈[a,b]

|g(t)− h(t)|2]

= (2 + |f(t)|+ |h(t)|)supt∈[a,b]|f(t)− h(t)|2

≥ sup
t∈[a,b]

|f(t)− h(t)|2 = dθ(f, h).

(iv) If f 6= h, h 6= g, f 6= g, then for all t ∈ [a, b] we have

|f(t)− h(t)| ≤ |f(t)− g(t)|+ |g(t)− h(t)|

Using Proposition 1.1.1

|f(t)− h(t)|2 ≤ 2(|f(t)− g(t)|2 + |g(t)− h(t)|2)
sup
t∈[a,b]

|f(t)− h(t)|2 ≤ 2( sup
t∈[a,b]

|f(t)− g(t)|2 + sup
t∈[a,b]

|g(t)− h(t)|2)

Therefore

supt∈[a,b] |f(t)− h(t)|2

supt∈[a,b] |f(t)− g(t)|2 + supt∈[a,b] |g(t)− h(t)|2
≤ 2 ≤ θ(f, h)

Then
dθ(f, h) ≤ θ(f, h)[dθ(f, g) + dθ(g, h)]

So (dθ3) holds for all f, g, h ∈ X.

The concepts of convergence, Cauchy sequence and completeness can eas-
ily be extended to the case of an extended b-metric space.

Definition 2.1.2. [33](Convergent sequence)
Let (X, dθ) be an extended b-metric space a sequence {xn} in X is called
convergent sequence to x ∈ X, if for every ε > 0 there exists N = N(ε) ∈ N
such that dθ(xn, x) < ε, for all n ≥ N . In this case, we write lim

n−→∞
xn = x.

Definition 2.1.3. [33](Cauchy sequence)
Let (X, dθ) be an extended b-metric space a sequence {xn} in X is said to be
Cauchy, if for every ε > 0 there exists N = N(ε) ∈ N such that

dθ(xm, xn) < ε, for all m,n ≥ N.



2.1 Definitions 27

Definition 2.1.4. [33](Complete extended b-metric space)
An extended b-metric space (X, dθ) is complete if every Cauchy sequence in
X is convergent.

Remark 2.1.2. [33] Note that, in general a b-metric is not a continuous
functional and thus so is an extended b-metric.

Example 2.1.4. [22] Let X = N ∪∞ and let ds : X ×X −→ R be defined
by:

ds(m,n) =


0 if m = n

| 1
m
− 1

n
| if m,n are even or mn =∞

5 if m,n are odd and m 6= n

2 otherwise

(2.2)

Then (X, ds) is a b-metric with s = 3 but it is not continuous.

It is easy to see that for all m,n, p ∈ X, we have

ds(m, p) ≤ 3[ds(m,n) + ds(n, p)].

Let xn = 2n for each n ∈ N then ds(2n,∞) =
1

2n
−→ 0 as n −→∞. and

let yn = 1 then ds(yn, 1) = 0 −→ 0 as n −→∞.
But ds(xn, yn) = 2 9 ds(∞, 1) as n −→∞.

Lemma 2.1.1. [33] Let (X, dθ) be an extended b-metric space. If dθ is con-
tinuous, then every convergent sequence has a unique limit.

Definition 2.1.5. [19](continuity)
Let (X, dθ) and (X ′, d′θ) be two extended b-metric spaces. A mapping
T : X −→ X ′ is called continuous if, for each sequence {xn} in X, which
converges to x ∈ X with respect to dθ, {Txn} converges to Tx with respect
to d′θ.

Definition 2.1.6. [15](The Orbit of a mapping)
Suppose that the pair (X, dθ) is an extended b-metric space For a self-mapping
T : X −→ X, for each ξ ∈ X and n ∈ N, we define

O(ξ;n) = {ξ, T ξ, · · · , T nξ} and O(ξ;∞) = {ξ, T ξ, · · · , T nξ, · · · }

We say that the set O(ξ;∞) is the orbit of T .
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Definition 2.1.7. [3] Suppose that the pair (X, dθ) is an extended b-metric
space. A self-mapping T : X −→ X is called orbitally continuous if
lim
i−→∞

T ni(ξ) = ξ for some ξ ∈ X implies that lim
i−→∞

T (T ni(ξ)) = Tξ.

Moreover, if every Cauchy sequence of the form {T ni(ξ)}∞i=1, ξ ∈ X converges
in (X, dθ), then we say that an extended b-metric space (X, dθ) is called T-
orbitally complete.

Remark 2.1.3. [3] It is evident that the orbital continuity of T yields orbital
continuity of any iterative power of T , that is, orbital continuity of Tm for
any m ∈ N.

Definition 2.1.8. [17](α-admissible)
Let α : X ×X −→ [0,+∞). A self-map T : X −→ X is said to be
α-admissible if

α(x, y) ≥ 1 implies α(Tx, Ty) ≥ 1, for every x, y ∈ X.

Definition 2.1.9. [3](α-orbital admissible)
Suppose that T is a self-mapping on a non-empty set X. Let

α : X ×X −→ [0,∞)

Then T is called an α-orbital admissible if, for all ξ ∈ X, we have

α(ξ, T ξ) ≥ 1⇒ α(Tξ, T 2ξ) ≥ 1 (2.3)

Lemma 2.1.2. Let T : X −→ X be an α-orbital admissible mapping and
xn = Txn−1, n ∈ N. If there exists x0 ∈ X such that α(x0, Tx0) ≥ 1, then
we have

α(xn−1, xn) ≥ 1 for all n ∈ N.

Proof. By assumption, there exists a point x0 ∈ X such that α(x0, Tx0) ≥ 1.
On account of the definition of {xn} ⊂ X and owing to the fact that T is
α-orbital admissible, we derive

α(x0, x1) = α(x0, Tx0) ≥ 1⇒ α(Tx0, T
2x0) = α(x1, x2) ≥ 1.

Recursively, we have

α(xn−1, xn) ≥ 1 for all n ∈ N. (2.4)
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Definition 2.1.10. [17](Cyclic operator)
Let (X, ds) be a b-metric space. Let p be a positive integer; p ≥ 2, A1, · · · , Ap
be nonempty and closed subsets of X, Y =

⋃p
i=1Ai and T : Y −→ Y. Then,

T is called a cyclic operator if

1. Ai, i ∈ {1, 2, ...p} are nonempty subsets;

2. T (A1) ⊆ A2, · · · , T (Ap−1) ⊆ Ap, T (Ap) ⊆ A1.

A function ϕ : R+ −→ R+ which is increasing and satisfies the prop-
erty lim

n−→+∞
ϕn(t) = 0 for all t ≥ 0 is said to be a comparison function (see

Matkowski [13]).

Example 2.1.5. The mapping ϕ(t) = αt, t ∈ R+, where 0 ≤ α < 1, is a
comparison function.

The notion of b-comparison function was first given by Berinde in [35].
Regarding this he stated the following remark.

Remark 2.1.4. [17] Let (X, ds) be a b-metric with s ≥ 1. A function
ϕ : R+ −→ R+ is called a b-comparison function if it is increasing and
satisfies the property that

∑+∞
n=0 s

nϕn(t) converges for all t ∈ R+ and n ∈ N.

Definition 2.1.11. [17](Extended comparison function)
Let (X, dθ) be an extended b-metric space. We say that a function
ϕ : R+ −→ R+ is an extended comparison function if for all t ∈ R+;

(i) ϕ is monotone increasing;

(ii) There exists a cyclic operator T : Y ⊂ X −→ X, where Y =
⋃p
i=1Ai

such that for some x0 ∈ X, O(x0) ⊂ Y, the sum

+∞∑
n=0

ϕn(t)
n∏
i=1

θ(xi, xm)

converges for every m ∈ N. We notice that xn = T nx0 with n = 1, 2, · · ·
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Lemma 2.1.3. [17] Let (X, dθ) be an extended b-metric space, Y =
⋃p
i=1Ai ⊂

X,

T : Y ⊂ X −→ X a cyclic operator, x0 ∈ X and

lim
n,m−→+∞

θ(xn, xm) <
1

λ

where λ ∈ (0, 1) and xn = T nx0 for n = 1, 2, · · · . Assume that Ψ is a
comparison function. Then ϕ(t) = λΨ is an extended b-comparison function
for T at x0.

Next we will give the definition of orbital lower semicontinuity with re-
spect to a cyclic operator T.

Definition 2.1.12. [17] Let X a nonempty set and T : Y −→ Y be a cyclic
operator where Y =

⋃p
i=1Ai ⊆ X, and for some x0 ∈ X such that the orbit of

x0, O(x0) ⊂ Y. A function S : X −→ R is T -orbitally lower semicontinuous
at t ∈ X if {xn} ⊂ O(x0) and xn −→ t implies S(t) ≤ lim infn−→+∞ S(xn).

2.2 Fixed point theorems

Lemma 2.2.1. Let (X, dθ) be an extended b-metric space. If there exists
q ∈ [0, 1) such that the sequence {xn}, for an arbitrary x0 ∈ X, satisfies

lim
n,m−→∞

θ(xn, xm) <
1

q
, (2.5)

and
0 < dθ(xn, xn+1) ≤ qdθ(xn−1, xn) (2.6)

for any n ∈ N, then the sequence {xn} is Cauchy in X.

Proof. Let {xn}n∈N be a given sequence. By employing Inequality (2.6) ,
recursively, we derive that

0 < dθ(xn, xn+1) ≤ qndθ(x0, x1). (2.7)

Since q ∈ [0, 1), we find that

lim
n−→∞

dθ(xn, xn+1) = 0. (2.8)
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On the other hand, by (dθ3), together with triangular inequality, for p ≥ 1,
we derive that

dθ(xn, xn+p) ≤ θ(xn, xn+p) · [dθ(xn, xn+1) + dθ(xn+1, xn+p)]

≤ θ(xn, xn+p)dθ(xn, xn+1) + θ(xn, xn+p)dθ(xn+1, xn+p)

≤ θ(xn, xn+p)q
ndθ(x0, x1) + θ(xn, xn+p)θ(xn+1, xn+p)

· [dθ(xn+1, xn+2) + dθ(xn+2, xn+p)]

≤ θ(xn, xn+p) · qndθ(x0, x1) + θ(xn, xn+p)θ(xn+1, xn+p)

· qn+1dθ(x0, x1) + · · ·+ θ(xn, xn+p) · ...
· θ(xn+p−1, xn+p) · qn+p−1dθ(x0, x1)

= dθ(x0, x1)

n+p−1∑
i=n

qi
i−n∏
j=0

θ(xn+j, xn+p).

Notice that the inequality above is dominated by
n+p−1∑
i=n

qi
i−n∏
j=0

θ(xn+j, xn+p) ≤
n+p−1∑
i=1

qi
i∏

j=1

θ(xj, xn+p)

On the other hand, by employing the ratio test, we conclude that the series∑∞
i=1 q

i
∏i

j=1 θ(xj, xn+p) converges some S ∈ (0,∞).

Indeed, lim
i−→∞

ai+1

ai
= lim

i−→∞
qθ(xi, xi+p) < 1, which is why we obtain the de-

sired result. Thus, we have

S =
∞∑
i=1

qi
i∏

j=1

θ(xj, xn+p) with the partial sum Sn =
n∑
i=1

qi
i∏

j=1

θ(xj, xn+p).

Consequently, we observe for n ≤ 1, p ≤ 1 that

dθ(xn, xn+p) ≤ qndθ(x0, x1)[Sn+p−1 − Sn−1]. (2.9)

Letting n −→ ∞ in Equation (2.9), we conclude that the constructive se-
quence {xn} is Cauchy in the extended b-metric space (X, dθ).

Remark 2.2.1. Note that if lim
n,m−→∞

θ(xm, yn) does not exists then Lemma

2.2.1 is valid if, instead of condition (2.5), we use the condition

lim sup
n,m−→∞

θ(xm, yn) <
1

q
.
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Note that in [6], the authors, instead of using condition (2.5) , used a
weaker condition

lim sup
n,m−→∞

θ(xn, xm) <∞

to prove the following theorem:

Theorem 2.1. Let (X, dθ) be a complete extended b-metric space such that
dθ is a continuous functional and the condition

lim
n,m−→∞

θ(xm, xn) <∞ (2.10)

is fulfilled. Let T : X −→ X be a mapping satisfying:

dθ(Tx, Ty) ≤ αdθ(x, y) + βdθ(x, Tx) + γdθ(y, Ty), for all x, y ∈ X, (2.11)

where α, β, γ, non-negative real numbers with α + β + γ < 1. Then T has a
unique fixed point u∗ ∈ X.
Moreover, there exists a sequence (un)n∈N in X converges to u∗ such that
un+1 = Tun for every n ∈ N.

Proof. Let u0 ∈ X and {xn} be a sequence satisfying (2.10) such that

xn = Txn−1 = T nx0.

step 1 Prove that {xn} is a Cauchy sequence, From condition (2.11), we have

dθ(xn+1, xn) ≤ αdθ(xn, xn−1) + βdθ(xn, xn+1) + γdθ(xn−1, xn).

Therefore,

dθ(xn+1, xn) ≤ α + γ

1− β
dθ(xn−1, xn)

Set λ =
α + γ

1− β
. Then, we have that λ ∈ [0, 1). Hence, by Lemma 2.2.1,

we obtain that {xn} is a Cauchy sequence in X. By completeness of
(X, dθ), there exists z ∈ X such that

lim
n−→∞

xn = z
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step 2 Now, we claim that z is the unique fixed point of T . For that,

dθ(Tz, xn+1) = dθ(Tz, Txn)

≤ αdθ(z, xn) + βdθ(z, Tz) + γdθ(xn, xn+1)

≤ αdθ(z, xn) + βdθ(z, Tz) + γθ(xn, xn+1)

· [dθ(xn, z) + dθ(z, xn+1)].

Letting n −→∞ in the above inequality, we deduce

dθ(Tz, z) ≤ βdθ(Tz, z)

which implies that dθ(Tz, z) = 0 and so z = Tz. Moreover the unique-
ness can easily be obtained by using inequality (2.11).

If we take β = γ = 0 in (2.11), from Theorem 2.1, we obtain the following
result, wich is an analogue of Banach contraction principle in the setting of
extended b-metric space.

Corollary 2.2.1. Let (X, dθ) be a complete extended b-metric space such
that dθ is a continuous functional and the condition (2.10) is fulfilled. Let
T : X −→ X be a mapping satisfying:

dθ(Tx, Ty) ≤ αdθ(x, y), for all x, y ∈ X,

where α ∈ [0, 1). Then T has a unique fixed point.
Moreover, there exists a sequence (xn)n∈N in X converges to x∗ such that
xn+1 = Txn for every n ∈ N.

If we take α = 0 in (2.11), by Theorem 2.1, we obtain the following
variant of Kannan theorem in extended b-metric spaces.

Corollary 2.2.2. Let (X, dθ) be a complete extended b-metric space such
that dθ is a continuous functional and the condition (2.10) is fulfilled. Let
T : X −→ X be a mapping satisfying:

dθ(Tx, Ty) ≤ βdθ(x, Tx) + γdθ(y, Ty), for all x, y ∈ X,
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where β, γ non-negative real numbers with β + γ < 1. Then T has a unique
fixed point x∗ ∈ X.
Moreover, there exists a sequence (xn)n∈N in X converges to x∗ such that
xn+1 = Txn for every n ∈ N.

Theorem 2.2. Suppose that T is an orbitally continuous self-mapping on
the T-orbitally complete extended b-metric space (X, dθ). Assume that there
exists k ∈ [0, 1) and a ≥ 1 such that

α(x, y)K(x, y)− a N (x, y) ≤ kdθ(x, y) (2.12)

With

K(x, y) = min{dθ(Tx, Ty), dθ(x, Tx), dθ(y, Ty)};
N (x, y) = min{dθ(x, Ty), dθ(Tx, y)};

for all x, y ∈ X. Furthermore, we presume that

(i) T is α-orbital admissible;

(ii) there exists x0 ∈ X such that α(x0, Tx0) ≥ 1;

(iii) lim
n,m−→∞

θ(xn, xm) <
1

k
.

Then, for each x0 ∈ X, the sequence {T nx0}n∈N converges to a fixed point of
T .

Proof. By assumption (ii), there exists a point x0 ∈ X such that

α(x0, Tx0) ≥ 1.

We construct the sequence {xn} in X such that

xn+1 = Txn ∀n ∈ N.

If xn0 = xn0+1 = Txn0 for some n0 ∈ N, then x∗ = xn0 forms a fixed point
for T that the proof finishes. Hence, from now on, we assume that

xn 6= xn+1 for all n ∈ N.
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On account of the assumptions (i) and (ii), together with Lemma 2.1.2, In-
equality (2.4) is yielded,that is,

α(xn−1, xn) ≥ 1 for all n ∈ N.

By replacing x = xn−1 and y = xn in Inequality (2.12) and taking Equation
(2.4) into account, we find that

K(xn−1, xn)− a N (xn−1, xn) ≤ α(xn−1, xn)K(xn−1, xn)− a N (xn−1, xn)

≤ kdθ(xn−1, xn)

or,
min{dθ(xn, xn+1), dθ(xn−1, xn)} ≤ kdθ(xn−1, xn).

Since k ∈ [0, 1), the case dθ(xn−1, xn) ≤ kdθ(xn−1, xn) is impossible. Thus,
we conclude that

dθ(xn, xn+1) ≤ kdθ(xn−1, xn).

On account of Lemma 2.2.1, we find that the sequence {xn} is a Cauchy
sequence. By completeness of (X, dθ), the sequence xn converges to some
point u ∈ X as n −→ ∞. Owing to the construction xn = T nx0 and the
fact that (X, dθ) is T-orbitally complete, there is u ∈ X such that xn −→ u.

Since T is orbitally continuous, we deduce that xn −→ Tu. Accordingly, we
conclude that u = Tu.

Example 2.2.1. Let X = {1, 2, 3, 4} be endowed with extended b-metric
dθ : X ×X −→ [0,∞), defined by

dθ(x, y) = (x− y)2,

where θ : X ×X −→ [1,∞),

θ(x, y) = x+ y + 1.

Let k =
1

4
, a = 4 and T : X −→ X such that

T1 = T3 = 1, T2 = 4, T4 = 3.

Define also α : X ×X −→ [0,∞) by

α(x, y) =

{
0 if, (x, y) ∈ {(3, 4), (4, 3)}
1 otherwise.

(2.13)
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Let us first notice that for any x ∈ {1, 2, 3, 4}, the sequence {T nx} tends
to 1 when n −→ ∞. For this reason, we can conclude that the mapping T

is orbitally continuous and lim
n,m−→∞

θ(T nx, Tmx) = 3 < 4 =
1

k
, so (iii) is

satisfied. It can also be easily verified that T is orbital admissible.
If x = 1 or y = 1, then d(1, T1) = 0 so Inequality (2.12) holds. We have to
consider the following cases.

case 1 For x = 2 and y = 3, we have
dθ(2, 3) = 1, dθ(T2, T3) = 9, dθ(2, T2) = 4, dθ(3, T3) = 4,

dθ(2, T3) = 1, dθ(3, T2) = 1

and Inequality (2.12) yields

0 = min{9, 4, 4} − 4 min{1, 1} ≤ 1

4
=

1

4
dθ(2, 3).

case 2 For x = 2 and y = 4, we have
dθ(2, 4) = 4, dθ(T2, T4) = 1, dθ(2, T2) = 4, dθ(4, T4) = 1,

dθ(2, T4) = 1, dθ(4, T2) = 0

and
1 = min{1, 4, 1} − 4 min{1, 0} ≤ 1 =

1

4
dθ(2, 4).

case 3 For x = 3 and y = 4, because α(3, 4) = 0, Inequality (2.12) holds.

Therefore, all the conditions of Theorem 2.2 are satisfied and T has a fixed
point, x = 1.

Theorem 2.3. Let (X, dθ) be a complete extended b-metric space with dθ a
continuous functional. Let Y =

⋃p
i=1Ai ⊆ X, where p is a positive integer,

be the set of all nonempty closed subsets of X and suppose T : Y −→ Y be a
cyclic operator such that

(i) T (Ai) ⊆ Ai+1, for all i ∈ {1, 2, ...p};

(ii) dθ(Tx, Ty) ≤ ϕ(dθ(x, y)) where ϕ is a b-extended comparison function
for all x, y ∈ X.

Then T nx0 −→ x∗ ∈
⋂p
i=1Ai, as n −→ ∞. Moreover, x∗ is a unique fixed

point of T if and only if S = dθ(x, Tx) is T -orbitally lower semicontinuous
at x∗.
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Proof. Let x0 ∈ Y . Then there exists i ∈ {1, 2, · · · , p} such that x0 ∈ Ai.

From hypothesis (i) we have x1 = Tx0 ∈ Ai+1. Thus, we define a sequence
{xn} by xn+1 = Txn for all n ≥ 0.

step 1 First we shall show that {xn} is a Cauchy sequence.
If xn = xn+1 then xn is a fixed point of T . We suppose that xn 6= xn+1

for all n ≥ 0. From hypothesis (ii) it follows

dθ(xn, xn+1) = dθ(Txn−1, Txn) ≤ ϕdθ(xn−1, xn).

Applying (ii) successively we get

dθ(xn, xn+1) ≤ ϕndθ(x0, x1). (2.14)

Furthermore we assume that x0 is a non periodic point of T . If x0 = xn

we have for any n ≥ 2

dθ(x0, x1) = dθ(x0, Tx0) = dθ(xn, Txn).

Then dθ(x0, x1) = dθ(xn, xn+1). Thus, dθ(x0, x1) ≤ ϕndθ(x0, x1).
Since ϕ(t) < t we get a contradiction.
Therefore dθ(x0, x1) = 0 i.e., x0 = x1. Then x0 is a fixed point of T .
Thus, we assume that xn 6= xm for all n,m ∈ N with m 6= n.
For any m,n with m > n using the triangular inequality, we get

dθ(xn, xm) ≤ θ(xn, xm)ϕndθ(x0, x1) + · · ·
+ θ(xn, xm)θ(xn+1, xm) · · · θ(xm−1, xm)ϕm−1dθ(x0, x1)

≤ θ(x1, xm)θ(x2, xm) · · · θ(xn−1, xm)θ(xn, xm)ϕn(dθ(x0, x1))

+ θ(x1, xm)θ(x2, xm) · · · θ(xn, xm)θ(xn+1, xm)ϕn+1(dθ(x0, x1))

+ θ(x1, xm)θ(x2, xm) · · · θ(xn−1, xm)θ(xn, xm)θ(xn+1, xm)

· · · θ(xm−1, xm)ϕm−1(dθ(x0, x1))].

The series
∑+∞

n=1 ϕ
n
∏n

r=1 θ(xr, xm) converges for each m ∈ N by ratio
test. Let

G =
+∞∑
n=1

ϕn
n∏
r=1

θ(xr, xm), Gn =
n∑
j=1

ϕj
j∏
r=1

θ(xr, xm).
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Thus for m > n, we have

dθ(xn, xm) ≤ [Gm−1 − Gn].

Letting n −→ ∞ we conclude that {xn} is a Cauchy sequence in the
subspace Y .

step 2 Since X is complete, Y is complete too. Therefore there exists x∗ ∈ Y
such that dθ(xn, x∗) −→ 0 as n −→ ∞. Then xn = T nx0 −→ x∗.

The sequence {xn} has an infinite number of terms in each Ai for all
i ∈ {1, 2, · · · p}. Therefore x∗ ∈

⋂p
i=1Ai.

step 3 Now, we prove that x∗ is a fixed point of T.
since S = dθ(x, Tx) is T-orbitally lower semicontinuous at x∗ ∈

⋂p
i=1Ai

we obtain

dθ(x
∗, Tx∗) ≤ lim inf

n−→+∞
dθ(xn, xn+1)

≤ lim inf
n−→∞

ϕn(dθ(x0, x1)) = 0.

Then dθ(x∗, Tx∗) = 0; results x∗ = Tx∗.

Inversely, let x∗ = Tx∗ and xn ∈ O ⊆ Y with xn −→ x∗. Then we have

S(x∗) = dθ(x
∗, Tx∗) = 0 ≤ lim inf

n−→∞
dθ(T

nx0, T
n+1x0).

step 4 For the uniqueness of fixed point we suppose that there exists another
fixed point z = T (z) ∈

⋂p
i=1Ai.

By (ii) we get

dθ(x
∗, z) = dθ(Tx

∗, T z) ≤ ϕ(dθ(x
∗, z)) < dθ(x

∗, z).

Therefore dθ(x∗, z) = 0 which implies that x∗ = z.

Next let us give another general fixed point result.
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Theorem 2.4. Let (X, dθ) be a complete extended b-metric space with dθ a
continuous functional. Let Y =

⋃p
i=1Ai ⊆ X, where p is a positive integer,

be the set of all nonempty closed subsets of X and suppose T : Y −→ Y be a
cyclic operator such that

(i) T (Ai) ⊆ Ai+1, for all i ∈ {1, 2, · · · p};

(ii) dθ(Tx, Ty) ≤ ϕ(dθ(x, y)) where ϕ is a b-extended comparison function
for all x, y ∈ X with ϕ(0) = 0.

Then T has a unique fixed point.

Proof. As in the proof of Theorem 2.3 we prove the existence of a Cauchy
sequence {xn}. Since Y is a complete subspace there exists x∗ ∈ Y such that
dθ(xn, x

∗) −→ 0 as n −→ +∞.
Since, the sequence {xn} has an infinite number of terms in each Ai for all
i ∈ {1, 2, · · · p} we have x∗ ∈

⋂p
i=1Ai. We must show that x∗ is a fixed point

for T . For any n ∈ N we have

dθ(Tx
∗, x∗) ≤ θ(Tx∗, x∗)[dθ(Tx

∗, xn) + dθ(xn, x
∗)]

≤ θ(Tx∗, x∗)[dθ(Tx
∗, Txn−1) + dθ(xn, x

∗)]

≤ θ(Tx∗, x∗)[ϕ(dθ(x
∗, xn−1)) + dθ(xn, x

∗)].

Since ϕ(0) = 0 for n −→ +∞ we get that dθ(Tx∗, x∗) = 0. This implies
Tx∗ = x∗, i.e., x∗ is a fixed point of T .
For uniqueness we follow the same steps as in Theorem 2.3.
We suppose that there exists another fixed point z = T (z) ∈

⋂p
i=1Ai.

By (ii) we get

dθ(x
∗, z) = dθ(Tx

∗, T z) ≤ ϕ(dθ(x
∗, z)) < dθ(x

∗, z).

Therefore dθ(x∗, z) = 0 which implies that x∗ = z.

Example 2.2.2. Let X = R+ endowed with dθ : X ×X −→ R+ defined by

dθ = |x− y|3,

and letθ : X ×X −→ [1,∞) defined by

θ(x, y) = x+ y + 1.
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It is easy to check that (X, dθ) is a complete extended b-metric space.

Let A1 = [0,
1

2
], A2 = [0,

1

3
], A3 = [0,

1

5
] be three subsets of X = R+.

• Define T :
⋃3
i=1Ai −→

⋃3
i=1Ai by Tx =

x

2
.

Obviously, T (A1) ⊆ A2, T (A2) ⊆ A3, T (A3) ⊆ A1. Thus,
⋃3
i=1Ai is a

cyclic representation with respect to T.

• Define Ψ : R+ −→ R+ a comparison function by Ψ(t) =
1

2
t.

• We verify the contraction condition.

dθ(Tx, Ty) =
∣∣∣x
2
− y

2

∣∣∣3 =

∣∣∣∣12(x− y)

∣∣∣∣3 ≤ 1

8
|x− y|3 =

1

4
Ψ(dθ(x, y)).

Taking into account for each x ∈
⋃3
i=1Ai, T

nx =
x

2n
, we obtain

lim
n,m−→∞

θ(xn, xm) = lim
n,m−→∞

θ(
x

2n
,
x

2m
)

= lim
n,m−→∞

(
x

2n
+

x

2m
+ 1) = 1 < 4.

Then dθ(Tx, Ty) ≤ 1

4
Ψ(dθ(x, y)) ≤ ϕ(dθ(x, y)), whereϕ : R+ −→ R+,

defined by ϕ =
1

4
Ψ, is a b-extended comparison function.

Therefore, all conditions of Theorem 2.3 (respectively Theorem 2.4) are sat-
isfied. Then 0 ∈

⋂3
i=1Ai is the unique fixed point of T.

Theorem 2.5. Let (X, dθ) be a complete extended b-metric space such that
dθ be a continuous function and ϕ : R+ −→ R+ be an extended b-comparison
function. Let T : Y −→ Y be a cyclic operator where Y =

⋃p
i=1Ai ⊆ X, with

p integer i = {1, 2, · · · , p}, be the set of nonempty closed subsets of X, such
that

(i) α(x, y)dθ(Tx, Ty) ≤ ϕ(dθ(x, y)), for every x, y ∈ Y ;

(ii) T is α-admissible;

(iii) There exists x0 ∈ X such that α(x0, Tx0) ≥ 1.
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Then there exists a fixed point x∗ of T.
Moreover, the fixed point x∗ is unique, provides that

(H) ∀x, y ∈ X, ∃z ∈ X such that α(x, z) ≥ 1 and α(y, z) ≥ 1.

Proof. Our proof strategy will be to show:

1. The existence of a fixed point.

2. The uniqueness of the fixed point.

step 1 First we prove the existence of a fixed point. By conditions (ii) and
(iii) we obtain

α(T nx0, T
n+1x0) ≥ 1.

For n ∈ N using (i) we get

dθ(T
nx0, T

n+1x0) ≤ α(T nx0, T
n+1x0)dθ(T

nx0, T
n+1x0)

≤ ϕ(dθ(T
n−1x0, T

nx0)).

Since ϕ is an increasing function, we have

dθ(T
nx0, T

n+1x0) ≤ ϕn(dθ(x0, Tx0))

This inequality is equivalent with (2.14) in Theorem 2.3. Thus all the
hypotheses of Theorem 2.3 are satisfied. Thus there exists a fixed point.

step 2 The uniqueness of the fixed point.
In order to prove the uniqueness of the fixed point let us suppose that
x∗ and y∗ are two fixed points of T.
From the hypothesis (H), there exists z ∈ X such that

α(x∗, z) ≥ 1 and α(y∗, z) ≥ 1.

Since T is α-admissible, we obtain

α(x∗, T nz) ≥ 1 and α(y∗, T nz) ≥ 1. (2.15)
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Using (2.15) and the hypothesis (i), we have

d(x∗, T nz) = dθ(Tx
∗, T (T n−1z))

≤ α(x∗, T n−1z)dθ(Tx
∗, T (T n−1z))

≤ ϕ(dθ(x
∗, T n−1z)).

This implies that

d(x∗, T nz) ≤ ϕn(dθ(x
∗, z)), for all n ∈ N.

Then, letting n −→ +∞, we have

T nz −→ x∗. (2.16)

Similarly, using (2.15) and hypothesis (i), we obtain

T nz −→ y∗ as n −→ +∞. (2.17)

Using (2.16) and (2.17), the uniqueness of the limit gives us x∗ = y∗.

The conclusion follows.

Theorem 2.6. Let (X, dθ) be a complete extended b-metric space with dθ, a
continuous functional. Let {Ai}pi=1, where p is a positive integer, be nonempty
closed subsets of X, and suppose T :

⋃p
i=1Ai −→

⋃p
i=1Ai, is a cyclic operator

that satisfies the following conditions:

(i) T (Ai) ⊆ Ai+1, for all i ∈ {1, 2, · · · , p};

(ii) d(Tx, Ty) ≤ λd(x, y) for all x ∈ Ai, y ∈ Ai+1 where λ ∈ [0, 1) such
that for each x ∈ X,

lim
n,m−→∞

θ(xn, xm) <
1

λ
where xn = T n(x), n = 1, 2, · · ·

Thus, T has a fixed point x∗. Moreover, for each y ∈ X, T ny −→ x∗.

Proof. Let x0 ∈
⋃p
i=1Ai if i ∈ {1, 2, · · · , p} exists such that x0 ∈ Ai.

From hypothesis, (i) we have x1 = T (x0) ∈ Ai+1.

Thus, we define a sequence {xn} by xn+1 = Txn for all n ≥ 0.
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step 1 First we will show that {xn} is a Cauchy sequence.
If xn = xn+1, then xn is a fixed point of T . We suppose that xn 6= xn+1

for all n ≥ 0. From (ii), it follows that

d(xn, xn+1) = d(Txn−1, Txn) ≤ λd(xn−1, xn).

If we repeat the process we obtain

d(xn, xn+1) ≤ λnd(x0, x1). (2.18)

Additionally, we assume that x0 is a nonperiodic point of T . If x0 = xn

using (2.18), for any n ≥ 2, we obtain

d(x0, T (x0)) = d(xn, Txn).

Thus, d(x0, x1) = d(xn, xn+1) and d(x0, x1) ≤ λnd(x0, x1), a contradic-
tion. Therefore, d(x0, x1) = 0, i.e., x0 = x1, and x0 is a fixed point of
T . Thus, we assume that xn 6= xm for all n,m ∈ N with m 6= n.

For any m,n with m > n we obtain

d(xn, xm) ≤ θ(xn, xm)λndθ(x0, x1) + θ(xn, xm)θ(xn+1, xm)λn+1dθ(x0, x1)

+ θ(xn, xm)θ(xn+1, xm) · · · θ(xm−1, xm)λm−1dθ(x0, x1)

≤ dθ(x0, x1)[θ(x1, xm)θ(x2, xm) · · · θ(xn−1, xm)θ(xn, xm)λn+

+ θ(x1, xm)θ(x2, xm) · · · θ(xn, xm)θ(xn+1, xm)λn+1 + · · ·
+ θ(x1, xm)θ(x2, xm) · · · θ(xn−1, xm)θ(xn, xm)θ(xn+1, xm)

· · · θ(xm−1, xm)λm−1].

Since lim
n,m−→∞

θ(xn+1, xm)λ < 1, The series

∞∑
n=1

λn
n∏
r=1

θ(xr, xm)

converges by ratio test for each m ∈ N. Let

S =
∞∑
n=1

λn
n∏
r=1

θ(xr, xm), Sn =
n∑
j=1

λj
j∏
r=1

θ(xr, xm).
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Thus, for m > n we have

dθ(xn, xm) ≤ dθ(x0, x1)[Sm−1 − Sn].

Letting n −→ ∞, we conclude that {xn} is a Cauchy sequence in⋃p
i=1Ai, a subspace of the complete extended b-metric space X.

Therefore, there exists x∗ ∈
⋃p
i=1Ai such that dθ(xn, x∗) −→ 0, as

n −→∞. Then, lim
n−→∞

xn = x∗.

The sequence {xn} has an infinite number of terms in each Ai for all
i ∈ {1, 2, · · · , p}. Therefore, x∗ ∈

⋂p
i=1Ai.

step 2 We shall now show that x∗ is a fixed point of T.
For any n ∈ N we have

dθ(Tx
∗, x∗) ≤ θ(Tx∗, x∗)[dθ(Tx

∗, xn) + dθ(xn, x
∗)]

≤ θ(Tx∗, x∗)[λdθ(x
∗, xn−1) + dθ(xn, x

∗)].

We note that dθ(Tx∗, x∗) ≤ 0 as n −→ ∞. Hence, dθ(Tx∗, x∗) = 0,

which is equivalent to x∗ = Tx∗. Thus, we proved that x∗ is the fixed
point of T.

step 3 Finally the uniqueness, let x′ be another fixed point of T.
By hypothesis (ii), we obtain

dθ(x
∗, x′) = dθ(Tx

∗, Tx′) ≤ λdθ(x
∗, x′) < dθ(x

∗, x′),

which is a contradiction.
Then, dθ(x∗, x′) = 0 and x∗ = x′. The fixed point is unique.

In order to support our results, let us present the following example:

Example 2.2.3. Let X = R+ endowed with dθ : X ×X −→ R+ defined by

dθ = |x− y|3,

and let θ : X ×X −→ [1,∞) defined by

θ(x, y) = x+ y + 2.
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It is easy to check that (X, dθ) is a complete extended b-metric space.

Let A1 = [0, 1], A2 =

[
0,

1

2

]
, A3 =

[
0,

1

3

]
be three subsets of X = R+.

Define T :
⋃3
i=1Ai −→

⋃3
i=1Ai by Tx =

x

2
.

Obviously, T (A1) ⊆ A2, T (A2) ⊆ A3, T (A3) ⊆ A1. Thus,
⋃3
i=1Ai is a cyclic

representation with respect to T.
The contraction condition is also verified.

dθ(Tx, Ty) =
∣∣∣x
2
− y

2

∣∣∣3 =

∣∣∣∣12(x− y)

∣∣∣∣3 ≤ 1

8
|x− y|3 =

1

8
dθ(x, y).

Taking into account for each x ∈
⋃3
i=1Ai, T

nx =
x

2n
, we obtain

lim
n,m−→∞

θ(xn, xm) = lim
n,m−→∞

θ(
x

2n
,
x

2m
)

= lim
n,m−→∞

(
x

2n
+

x

2m
+ 2) = 2 < 8.

Therefore, all conditions of Theorem 2.6 are satisfied, meaning that
0 ∈

⋃3
i=1Ai is the unique fixed point of T.

Theorem 2.7. Let T :
⋃p
i=1Ai −→

⋃p
i=1Ai, be a cyclic operator defined as in

Theorem 2.6. Then, T has the limit shadowing property, i.e., if a convergent
sequence {yn} ∈

⋃p
i=1Ai with d(yn+1, T yn) −→ 0, as n −→ ∞ exists, then

there exist x ∈
⋃p
i=1Ai such that d(yn, T

nx) −→ 0, as n −→∞.

Proof. As in the proof of Theorem 2.6, for any initial value x ∈
⋃p
i=1Ai,

x∗ ∈
⋃p
i=1Ai is the unique fixed point of T. Thus, d(yn, x

∗) and d(yn+1, x
∗)

are well defined.
Let y ∈ X exist as the limit of the convergent sequence {yn} ∈

⋃p
i=1Ai.

We consider the following estimation:

dθ(yn+1, x
∗) ≤ θ(yn+1, x

∗)[dθ(yn+1, T yn) + dθ(Tyn, x
∗)]

= θ(yn+1, x
∗)[dθ(yn+1, T yn) + dθ(Tyn, Tx

∗)]

≤ θ(yn+1, x
∗)[dθ(yn+1, T yn) + λ(dθ(yn, x

∗)].

Letting n −→ ∞, from the hypothesis, we have dθ(yn+1, T yn) −→ 0. Thus,
dθ(y, x

∗) ≤ lim
n−→∞

θ(yn+1, x
∗)λdθ(y, x

∗).
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Since lim
n−→∞

θ(yn+1, x
∗)λ < 1, this inequality is true only for the case of

dθ(y, x
∗) = 0. Thus, y = x∗ and we have dθ(yn, T nx) −→ d(y, x∗) = 0 as

n −→∞.



Chapter 3

Applications

In this chapter, we will discuss the application of some fixed point the-
orems to integral equations and fractional differential equations.

3.1 Applications to integral equations

in [17], the authors, establish the existence of a solution to the following
integral equation

x(t) = p(t) +

∫ t

0

P (t, u)g(u, x(u))du, t ∈ [0, 1], (3.1)

where g : [0, 1] × R −→ R and p : [0, 1] −→ R are two bounded continuous
functions. P : [0, 1] × [0, 1] −→ [0,+∞) is a function such that P (t, ·) ∈
L1([0, 1]) for all t ∈ [0, 1].

Consider the operator T : Y −→ Y, where Y =
⋃p
i=1Ai ⊆ X, given by

T (x)(t) = p(t) +

∫ t

0

P (t, u)g(u, x(u))du. (3.2)

Observe that each fixed point of T is a solution of integral Eq (3.1). Also,
T is well defined since g and p are two bounded continuous functions.
Then let us give the following theorem on the existence of a fixed point for
(3.2), which in turn reduces to the result for the existence of a solution to
(3.1).

47
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Theorem 3.1. Let x = C([0, 1],R) the space of all continuous real valued
functions defined on [0, 1]. and Y =

⋃3
i=1Ai ⊆ X, where A1, A2, A3 are non

empty subsets of X. Let T : Y −→ Y, be a cyclic integral operator given by
(3.2). Suppose that the following conditions hold:

(i) for x, y ∈ Y and for every u ∈ [0, 1] we have

0 ≤ g(u, x(u))− g(u, y(u)) ≤ 1

2

√
e|x(u)−y(u)|2

(ii) for every u ∈ [0, 1] we have∣∣∣∣∣∣∣∣∫ 1

0

P (t, u)du

∣∣∣∣∣∣∣∣
+∞

< 1

Then T has a fixed point.

Proof. We have X = C([0, 1],R). Then (X, dθ) is a complete extended b-
metric space with respect to

dθ(x, y) = ||x− y||+∞ = sup
t∈[a,b]

|x(t)− y(t)|2,

where θ : X ×X −→ [1,+∞) is defined by

θ(x, y) = |x(t)|+ |y(t)|+ 1.

step1 T is a cyclic operator on
⋃3
i=1Ai.

Let A1 = A2 = A3 = X = C([0, 1],R) are non empty subsets of
X. It is obvious A1 = A2 = A3 are closed subsets of (X, dθ). Clearly
T (A1) ⊂ A2, T (A2) ⊂ A3 and T (A3) ⊂ A1. Then T is a cyclic operator
on Y =

⋃3
i=1Ai.

step2 Let us prove the contraction condition
By condition (ii), we get for x ∈ Y =

⋃3
i=1Ai

|T (x)(t)− T (y)(t)|2 =

∣∣∣∣∫ t

0

P (t, u)[g(u, x(u))− g(u, y(u))]du

∣∣∣∣2
≤
∫ t

0

|P (t, u)|2|g(u, x(u))− g(u, y(u))|2du

≤ 1

4

∫ t

0

|P (t, u)|2e|x(u)−y(u)|2du

≤ 1

4
e||x(u)−y(u)||+∞ .
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Then we get

||Tx− Ty||+∞ ≤
1

4
e||x(u)−y(u)||+∞ .

Hence
dθ(Tx, Ty) ≤ λϕ(dθ(x, y))

where
ϕ(t) =

1

4
et is a comparison function.

For x ∈ Y, lim
n,m−→∞

θ(xn, xm) = 1 < 2. Then, by Lemma 2.1.3, we get

that λϕ is an extended b-comparison function, with λ =
1

4
.

Thus all the conditions of Theorem 2.3 are satisfied. Then the cyclic integral
operator T has a fixed point.

As a result of the previous theorem, we have

Corollary 3.1.1. Let T : Y −→ Y, where Y =
⋃p
i=1Ai ⊆ X, be a cyclic

integral operator given by

T (x)(t) = p(t) +

∫ t

0

(t− u)α−1

Γ(α)
g(u, x(u))du, with t ∈ [0, 1] and α ∈ (0, 1)

where Γ is the Euler gamma function given by

Γ(α) =

∫ +∞

0

tα−1e−tdt.

Suppose that for x ∈
⋃3
i=1Ai we have

0 ≤ g(u, x(u))− g(u, y(u)) ≤ Γ(α + 1)

4

√
e|x(u)−y(u)|2 for every u ∈ [0, 1].

Then T has a fixed point.

In Theorem 3.1 there is an error because the function
1

4
et is not a com-

parison function, so we will take the function
1

2
ln(1 + t) which fulfills the

conditions of a comparison function and Theorem 3.1 becomes as follows:

Theorem 3.2. Let x = C([0, 1],R) the space of all continuous real valued
functions defined on [0, 1]. and Y =

⋃3
i=1Ai ⊆ X, where A1, A2, A3 are non

empty subsets of X. LetT : Y −→ Y, be a cyclic integral operator given by
(3.2). Suppose that the following conditions hold:
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(i) for x, y ∈ Y and for every u ∈ [0, 1] we have

0 ≤ g(u, x(u))− g(u, y(u)) ≤ 1

4

√
ln(1 + |x(u)− y(u)|2)

(ii) for every u ∈ [0, 1] we have∣∣∣∣∣∣∣∣∫ 1

0

P (t, u)du

∣∣∣∣∣∣∣∣
+∞

< 1

Then T has a fixed point.

Proof. We have X = C([0, 1],R). Then (X, dθ) is a complete extended b-
metric space with respect to

dθ(x, y) = ||x− y||+∞ = sup
t∈[a,b]

|x(t)− y(t)|2,

where θ : X ×X −→ [1,+∞) is defined by

θ(x, y) = |x(t)|+ |y(t)|+ 1.

step1 T is a cyclic operator on
⋃3
i=1Ai.

Let A1 = A2 = A3 = X = C([0, 1],R) are non empty subsets of
X. It is obvious A1 = A2 = A3 are closed subsets of (X, dθ). Clearly
T (A1) ⊂ A2, T (A2) ⊂ A3 and T (A3) ⊂ A1. Then T is a cyclic operator
on Y =

⋃3
i=1Ai.

step2 Let us prove the contraction condition
By condition (ii), we get for x ∈ Y =

⋃3
i=1Ai

|T (x)(t)− T (y)(t)|2 =

∣∣∣∣∫ t

0

P (t, u)[g(u, x(u))− g(u, y(u))]du

∣∣∣∣2
≤
∫ t

0

|P (t, u)|2|g(u, x(u))− g(u, y(u))|2du

≤ 1

16

∫ t

0

|P (t, u)|2 ln(1 + |x(u)− y(u)|2)du

≤ 1

16
ln(1 + ||x(u)− y(u)||+∞).
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Then we get

||Tx− Ty||+∞ ≤
1

16
ln(1 + ||x(u)− y(u)||+∞).

Hence

dθ(Tx, Ty) ≤ λϕ(dθ(x, y))

where

ϕ(t) =
1

2
ln(1 + t)

is a comparison function and.
For x ∈ Y, lim

n,m−→∞
θ(xn, xm) = 1 < 2. Then, by Lemma 2.1.3, we get

that λϕ is an extended b-comparison function, with λ =
1

8
.

Thus all the conditions of Theorem 2.3 are satisfied. Then the cyclic integral
operator T has a fixed point.

Also, the Theorem 3.1.1 changes its form as follows:

Corollary 3.1.2. Let T : Y −→ Y, where Y =
⋃p
i=1Ai ⊆ X, be a cyclic

integral operator given by

T (x)(t) = p(t) +

∫ t

0

(t− u)α−1

Γ(α)
g(u, x(u))du, with t ∈ [0, 1] and α ∈ (0, 1)

where Γ is the Euler gamma function given by

Γ(α) =

∫ +∞

0

tα−1e−tdt.

Suppose that for x ∈
⋃3
i=1Ai we have

0 ≤ g(u, x(u))−g(u, y(u)) ≤ Γ(α + 1)

8

√
ln(1 + |x(u)− y(u)|2) for every u ∈ [0, 1].

Then T has a fixed point.
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3.2 Applications to Nonlinear Ordinary Differ-
ential Equations

This section is devoted to the existence of a solution of a boundary value
problem given by Nieto and Lopez in [14].{

u′(t) = f(t, u(t))

u(0) = u(a),
(3.3)

where a > 0 and f : [0, a] × R −→ R is a continuous function. A solution
to (3.3) is the function u ∈ C1([0, a],R) satisfying (3.3), where C1([0, a],R)

is the set of all continuous differentiable functions on [0, a]. We suggest that
(3.3) has a lower solution if function u ∈ C1([0, a],R) exists, satisfying{

u′(t) ≤ f(t, u(t))

u(0) ≤ u(a).
(3.4)

It is well known [8] that the existence of a lower solution A and an upper
solution B with A ≤ B implies the existence of a solution of the boundary
value problem between A and B.
In [14], we find the following results:

Theorem 3.3. Let a > 0. Let f : [0, a]×R −→ R be a continuous mapping.
Assume that α > 0, β > 0 with β < α exist such that for any x, y ∈ R such
that x > y,

0 ≤ f(t, x) + αx− (f(t, y) + αy) ≤ β(x− y).

Thus, the existence of a lower solution of (3.3) provides the existence of a
unique solution of (3.3).

Furthermore, let us provide a generalisation of Theorem 3.3 using cyclic
operators for the case of extended b-metric spaces.

Theorem 3.4. Let a > 0. Let f : [0, a]×R −→ R be a continuous mapping.
Assume that α > 0, β > 0 with β < α exist such that for any x, y ∈ R,

0 ≤ f(t, x) + αx− (f(t, y) + αy) ≤ β(x− y).

Thus, problem (3.3) has a unique solution.
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Proof. We can rewrite problem (3.3) as follows:{
u′(t) + αu(t) = f(t, u(t)) + αu(t)

u(0) = u(a).
(3.5)

This problem is equivalent to the following integral equation:

u(t) =

∫ a

0

Q(t, s)(f(s, u(s)) + αu(s))ds,

where

Q(t, s) =


eα(a+s−t)

eαa − 1
, 0 ≤ s < t ≤ a

eα(s−t)

eαa − 1
, 0 ≤ t < s ≤ a.

(3.6)

and u ∈ C1([0, 1],R).

Let X = C([0, a],R). Then, X is a complete extended b-metric space con-
sidering

dθ(x, y) = sup
t∈[a,b]

|x(t)− y(t)|2,

with

θ(x, y) = 2|x(t)|+ |y(t)|+ 1,

where θ : X ×X −→ [1,∞).

Let A1 = A2 = A3 = X = C([0, a],R) three closed subsets of the space
(X, dθ).

Let us define the operator T :
⋃3
i=1Ai −→

⋃3
i=1Ai as follows:

Tu(t) =

∫ a

0

Q(t, s)(f(s, u(s)) + αu(s))ds

for u ∈ C([0, a],R) and t ∈ [0, a).

For x, y ∈ C([0, a],R) and t ∈ [0, a] we have

|f(t, x(t)) + αx(t)− f(t, y(t))− αy(t)| ≤
√
β|x(t)− y(t)|.

Clearly, T (A1) ⊆ A2, T (A2) ⊆ A3, T (A3) ⊆ A1. Thus, T is a cyclic operator
on
⋃3
i=1Ai.
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For any x, y ∈
⋃3
i=1Ai we have the following estimation:

|Tx(t)− Ty(t)|2 ≤
∫ a

0

Q(t, s)|f(s, x(s)) + αx(s)− f(t, y(s))− αy(s)|2ds

≤
∫ a

0

Q(t, s)β|x(s)− y(s)|2ds

≤ βdθ(x, y) sup
0≤t≤a

∫ a

0

Q(t, s)ds

=
β

α
dθ(x, y).

Thus, for x, y ∈ C([0, a],R), we have

dθ(Tx, Ty) ≤ β

α
dθ(x, y).

Since lim
n,m−→∞

θ(xn(t), xm(t)) = 1 <
α

β
, we fulfilled all of the conditions of

Theorem 2.6. Hence, we obtained the existence and uniqueness of fixed
points of T.

3.3 Applications to Nonlinear Fractional Dif-
ferential Equations

In the last part of this chapter, M.Bota and L.Guran in [20] present an
application of Theorem 2.6 for nonlinear fractional differential equations.
The definition of the Caputo derivative of functional g : [0,∞) −→ R of
order β > 0 is given, where g is a continuous function as follows:

Dβ(g(t)) :=
1

Γ(n− β)

∫ t

0

(t− s)n−β−1g(n)(s)ds (n− 1 < β < n, n = [β] + 1),

where [β] represents the integer part of the positive real number β, and Γ

is a gamma function. Let us recall the Caputo type nonlinear fractional
differential equation

Dβ(x(t)) = f(t, x(t)) (3.7)

with the integral boundary conditions

x(0) = 0, x(1) =

∫ η

0

x(s)ds,
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where 1 < β ≤ 2, 0 < η < 1, x ∈ C[0, 1] and f : [0, 1] × R −→ R is a
continuous given function (see [5]). Since f is continuous, Equation (3.7) is
inverted as the following integral equation:

x(t) =
1

Γ(β)

∫ t

0

(t− s)β−1f(s, x(s))ds

− 2t

(2− η2)(Γ(β))

∫ 1

0

(1− s)β−1f(s, x(s))ds

+
2t

(2− η2)(Γ(β))

∫ η

0

(∫ s

0

(s− p)β−1f(p, x(p))dp

)
ds.

In addition, we provide an existence theorem.

Theorem 3.5. Taking into account the nonlinear fractional differential Equa-
tion (3.7), for every x, y ∈ C[0, 1] and f : [0, 1]×R −→ R a given continuous
mapping, we obtain

|f(s, x(s))− f(s, y(s))| ≤ Γ(β + 1)√
50

|x(s)− y(s)|, for all s ∈ [0, 1].

Thus, the Caputo type nonlinear fractional differential Equation (3.7) has a
unique solution.
Moreover, for each x0 ∈ C[0, 1], the sequence of the successive approximation
{xn} defined by

xn(t) =
1

Γ(β)

∫ t

0

(t− s)β−1f(s, xn−1(s))ds

− 2t

(2− η2)(Γ(β))

∫ 1

0

(1− s)β−1f(s, xn−1(s))ds

+
2t

(2− η2)(Γ(β))

∫ η

0

(∫ s

0

(s− p)β−1f(p, xn−1(p))dp

)
ds.

for all n ∈ N, converges to a unique solution of the nonlinear fractional
differential equation of Caputo type (3.7).

Proof. Let X = C[0, 1]. Thus, (X, dθ) is a complete extended b-metric space
with respect to

dθ(x, y) = ||x− y||∞ = sup
t∈[a,b]

|x(t)− y(t)|2,
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where θ : X ×X −→ [1,∞) is defined by

θ(x, y) = |x(t)|+ |y(t)|+ 1.

And let A1 = A2 = A3 = X = C[0, 1] three nonempty subsets of X. T :⋃3
i=1Ai −→

⋃3
i=1Ai is an operator defined as follows:

Tx(t) =
1

Γ(β)

∫ t

0

(t− s)β−1f(s, x(s))ds

− 2t

(2− η2)(Γ(β))

∫ 1

0

(1− s)β−1f(s, x(s))ds

+
2t

(2− η2)(Γ(β))

∫ η

0

(∫ s

0

(s− p)β−1f(p, x(p))dp

)
ds.

Obviously, A1, A2, A3 are closed subsets of (X, dθ). Clearly, we have T (A1) ⊂
A2, T (A2) ⊂ A3 and T (A3) ⊂ A1. Thus, T is a cyclic operator on

⋃3
i=1Ai.

Assuming x, y ∈
⋃3
i=1Ai and t ∈ [0, 1], we obtain

dθ(Tx, Ty) = |Tx(t)− Ty(t)|2

= | 1

Γ(β)

∫ t

0

(t− s)β−1f(s, x(s))ds

− 2t

(2− η2)(Γ(β))

∫ 1

0

(1− s)β−1f(s, x(s))ds

+
2t

(2− η2)(Γ(β))

∫ η

0

(∫ s

0

(s− p)β−1f(p, x(p))dp

)
ds

− 1

Γ(β)

∫ t

0

(t− s)β−1f(s, y(s))ds

+
2t

(2− η2)(Γ(β))

∫ 1

0

(1− s)β−1f(s, y(s))ds

− 2t

(2− η2)(Γ(β))

∫ η

0

(∫ s

0

(s− p)β−1f(p, y(p))dp

)
ds|2.
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Using the properties of the module, we obtain

dθ(Tx, Ty) ≤ | 1

Γ(β)

∫ t

0

(t− s)β−1[f(s, x(s))− f(s, y(s))]ds

− 2t

(2− η2)(Γ(β))

∫ 1

0

(1− s)β−1[f(s, x(s))− f(s, y(s))]ds

+
2t

(2− η2)(Γ(β))

∫ η

0

(∫ s

0

(s− p)β−1[f(p, x(p))− f(s, y(s))]dp

)
ds|2

≤ 1

Γ2(β)

∫ t

0

|t− s|2(β−1)|f(s, x(s))− f(s, y(s))|2ds

+
4t2

(2− η2)2(Γ2(β))

∫ 1

0

(1− s)2(β−1)|f(s, x(s))− f(s, y(s))|2ds

+
4t2

(2− η2)2(Γ2(β))

∫ η

0

(∫ s

0

(s− p)2(β−1)|f(p, x(p))− f(s, y(s))|2dp
)
ds

Taking the supremum over s ∈ [0, 1], we obtain

dθ(Tx, Ty) ≤ 1

Γ2(β)

∫ t

0

|t− s|2(β−1)Γ
2(β + 1)

50
sup
s∈[0,1]

|x(s)− y(s)|2ds

+
4t2

(2− η2)2(Γ2(β))

∫ 1

0

(1− s)2(β−1)Γ
2(β + 1)

50
ds

+
4t2

(2− η2)2(Γ2(β))

∫ η

0

(∫ s

0

(s− p)2(β−1)Γ
2(β + 1)

50
dp

)
ds

≤ Γ2(β + 1)

50
dθ(x, y)× sup

s∈[0,1]

[ ∫ t

0

|t− s|2(β−1)ds

+
4t2

(2− η2)2(Γ2(β))

∫ 1

0

(1− s)2(β−1)ds

+
4t2

(2− η2)2(Γ2(β))

∫ η

0

∫ s

0

(s− p)2(β−1)dpds
]

≤ 1

2
dθ(x, y).

Since lim
n,m−→∞

θ(xn, xm) = 1 < 2, we fulfilled all of the conditions of The-

orem 2.6. Thus, a unique solution of the Caputo-type nonlinear fractional
differential Equation (3.1) exists.
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Conclusion

It is well known that for proving the existence and uniqueness of the
solution of different type of equations one can use the fixed point theory
technique.
In this thesis we used the concept of extended b-metric spaces to formulate
and prove some fixed point theories. An example and application of some
Theorems is included to show their usability.
As a future work, here are some fixed-point theories of single valued maps
that we propose the reader to formulate and prove in extended b-metric
space:

1. The fixed-point theorem of Hardy-Rogers, see [10];

2. The theorem of Ćirić, see [16];

3. The results of the common fixed points, see for example [4] and [9];

4. The Meir-Keeler result of fixed points, see [2];

5. The Sehgal theorem, see [36].

At the end of our thesis, and after collecting a huge amount of informa-
tion from trusted sources and references, we can say that it was necessary to
shed light on extended b-metric space to get these important results. And it
is also necessary to do more research on the same topic in order to uncover
more helpful information for science students and for all humanity.

59
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