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## Introduction

As is well-known, the classical Brownian motion is a stochastic process which is selfsimilar of index $1 / 2$ and has stationary increments. It is actually the only continuous Gaussian process (up to a constant factor) to have these two properties that are often observed in the "real life", for instance in the movement of particles suspended in a fluid, or in the behavior of the logarithm of the price of a financial asset. More generally, it is natural to wonder whether there exists a stochastic process which would be at the same time Gaussian, with stationary increments and selfsimilar, but not necessarily with an index $1 / 2$ as in the Brownian motion case. Such a process happens to exist, and was introduced by Kolmogorov [34] in the early 1940s for modeling turbulence in liquids.

The name fractional Brownian motion, which is the terminology everyone uses nowadays, comes from the paper by Mandelbrot and Van Ness [42]. The law of fractional Brownian motion relies on a single parameter H between 0 and 1, the so-called Hurst parameter or selfsimilarity index. The fractional Brownian motion is interesting for modeling purposes, as it allows the modeler to adjust the value of H to be as close as possible to its observations. It is worthwhile noting at this stage, however, that the picture is not as rosy as it seems. Indeed, except when its selfsimilarity index is $1 / 2$, fractional Brownian motion is neither a semimartingale, nor a Markov process. As a consequence, its toolbox is limited, so that solving problems involving fractional Brownian motion is often a non-trivial task. On the positive side, the fractional Brownian motion offers new challenges for the specialists of stochastic calculus!

If $H \neq \frac{1}{2}$, the fractional Brownian motion is not a semimartingale and we cannot apply the stochastic calculus developed by Itô in order to define stochastic integrals with respect to fractional Brownian motion. Different approaches have been used in order to construct a stochastic calculus with respect to fractional Brownian motion and we can mention the following contributions to this problem:

- Lin [41] and Dai and Heyde [16] defined stochastic integrals with respect to the fractional Brownian motion with parameter $H>\frac{1}{2}$ using a pathwise RiemannStieltjes method. The integrator must have finite $p$-variation where $\frac{1}{p}+H>1$.
- The stochastic calculus of variations (see [48]) with respect to the Gaussian process B is a powerful technique that can be used to define stochastic integrals. More precisely, as in the case of the Brownian motion, the divergence operator with respect to B can be interpreted as a stochastic integral. This idea has been developed by Decreusefond and Üstünel [18, 17], Carmona and Coutin [11], Alòs, Mazet and Nualart [4, 3], Duncan, Hu and Pasik-Duncan [22] and Hu and Øksendal [29]. The integral constructed by this method has zero mean, and can be obtained as the limit of Riemann sums defined using Wick products.
- Using the notions of the fractional integral and the derivative, Zähle has introduced in [43] a pathwise stochastic integral with respect to the fractional Brownian motion B with parameter $H \in(0,1)$. If the integrator has $\lambda$-Hölder continuous paths with $\lambda>1-H$, then this integral can be interpreted as a Riemann-Stieltjes integral and coincides with the forward and Stratonovich integrals studied in [4] and [1].

There are some representations of the fractional Brownian motion as a Wiener integral (i.e., with respect to Brownian motion). We would like to have such Lévy Hida representation. We have that the natural filtration of the Brownian motion and of the fractional Brownian motion that is generated, coincides comparing to the Mandelbrot Van-Ness representation.

This thesis consists of four chapters. In the first chapter, we focus on the theory of stochastic integration. We devote Chapter 2 to a brief summary of the theory of
stochastic and fractional calculus. In this chapter we give definitions and properties of the needed theory. We briefly recall some basic properties of the Brownian motion, semimartingales and the fractional Brownian motion, then we discuss integration with respect to Wiener processes.
In Chapter 3, we give a property of the instant independence and stochastic integration. The results presented in this chapter generalize those presented in Ayed and al[6].

In Chapter 4, we work at a new paper submitted (this paper contains a new approach for stochastic integration with respect to multifractional Brownian motion). The results presented in this chapter are based on the results obtained in the paper[25].

## Chapter 1

## Preliminary Background

In this chapter the basic concepts and results concerning the stochastic calculus of continuous stochastic processes in Euclidean spaces are established. We take some introductory facts from probability theory. For more details, we refer the reader to [9, 24, 62, 32, 33]. We first start with the stochastic process, the Wiener process and the fractional Brownian motion.

### 1.1 Basic Definitions

In this section the basic notations of the theory of stochastic calculus are considered.

### 1.1.1 Gaussian processes

Definition 1.1. A real-valued stochastic process $\left(X_{t}\right)_{t \geq 0}$ is a Gaussian process if every finite linear combination of $\left(X_{t}\right)_{t \geq 0}$ is a Gaussian r.v, i.e.

$$
\forall n, \forall t, 1 \leq i \leq n, \forall a, \sum_{i=1}^{n} a_{i} X_{t_{i}} \text { is a Gaussian r.v. }
$$

Definition 1.2. Let $X=\left(X_{t}\right)_{t \geq 0}$ et $Y=\left(Y_{t}\right)_{t \geq 0}$ be two stochastic processes defined on the same probability space. If $\mathbb{P}\left(X_{t}=Y_{t}\right)=1$ for all $t \geq 0$, we say that $X$ and $Y$ are modifications of each other.

Definition 1.3. Let $X$ and $X^{\prime}$ be defined on $(\Omega, \mathcal{F}, \mathbb{P})$. Then $X$ and $X^{\prime}$ are indistinguishable if and only if

$$
\mathbb{P}\left(\left\{w \in \Omega: X_{t}(w)=X_{t}^{\prime}(w) \forall t \geq 0\right\}\right)=1
$$

There is a chain of implications:

$$
\text { indistinguishable } \Rightarrow \text { modification. }
$$

Definition 1.4. let $X=\left(X_{t}\right)_{t \in \mathbb{T}}$ and $Y=\left(Y_{t}\right)_{t \in \mathbb{T}}$ be two stochastic processes, possibly defined on two different probability space. We say that $X$ and $Y$ have the same law, and we write $X \stackrel{\text { law }}{=} Y$, to indicate that $\left(X_{t_{1}}, \ldots, X_{t_{d}}\right)$ and $\left(Y_{t_{1}}, \ldots, Y_{t_{d}}\right)$ have the same law for all $d \geq 0$ and all $t_{1}, \ldots, t_{d} \in \mathbb{T}$.

Proposition 1.1.1. Two Gaussian processes have the same law if and only if they have the same mean and covariance functions.

Definition 1.5. A symmetric function $\Gamma: \mathbb{T}^{2} \rightarrow \mathbb{R}$ is of positive type if

$$
\sum_{k, l=1}^{d} a_{k} a_{l} \Gamma\left(t_{k}, t_{l}\right) \geq 0
$$

for all $d \geq 1, t_{1}, \ldots, t_{d} \in \mathbb{T}$ and $a_{1}, \ldots, a_{d} \in \mathbb{R}$.
Theorem 1.1. (Kolmogrov)
Consider a symmetric function $\Gamma: \mathbb{T}^{2} \rightarrow \mathbb{R}$. Then, there exists a centered Gaussian process $X=\left(X_{t}\right)_{t \in \mathbb{T}}$ having $\Gamma$ for covariance function if and only if $\Gamma$ is of a positive type.

### 1.1.2 Continuity

Definition 1.6. A stochastic process $\left(X_{t}\right)_{t \geq 0}$ is said to be continuous if $\mathbb{P}(\{w \in \Omega$ : $t \rightarrow X_{t}(w)$ is continuous $\left.\}\right)=1$, i.e. its sample paths are continuous a.s.

Definition 1.7. A stochastic process $\left(X_{t}\right)_{t \geq 0}$ is said to be stochastically continuous at $t$ if $X_{t+h} \xrightarrow{\mathbb{P}} X_{t}$ as $h \rightarrow 0$.

Definition 1.8. A stochastic process is said to be càdlàg (resp. càglàd) if all sample paths are right-continuous with left-hand limits (resp. left-continuous with right-hand limits.

## Lemma 1.1.1. (Kolmogrov-Čentsov)

Fix a compact interval $\mathbb{T}=[0, T] \subset \mathbb{R}_{+}$, and let $X=\left(X_{t}\right)_{t \in \mathbb{T}}$ be a centered Gaussian process. Suppose that there exists $C, \eta>0$ such that, for all $s, t \in \mathbb{T}$,

$$
\begin{equation*}
\mathbb{E}\left[\left(X_{t}-X_{s}\right)^{2}\right] \leq C|t-s|^{\eta} \tag{1.1}
\end{equation*}
$$

Then, for all $\alpha \in(0, \eta / 2)$, there exists a modification $Y$ of $X$ with $\alpha$-Hölder continuous paths. In particular, $X$ admits a continuous modification.

Proof. Fix $t>s$. Since $X$ is Gaussian and centered, we have that

$$
X_{t}-X_{s} \stackrel{\text { law }}{=} \sqrt{\mathbb{E}\left[\left(X_{t}-X_{s}\right)^{2}\right]} G
$$

where $G \sim \mathcal{N}(0,1)$. We deduce from (1.1) that, for all $p \geq 1$,

$$
\mathbb{E}\left[\left|X_{t}-X_{s}\right|^{p}\right] \leq C^{p / 2} \mathbb{E}\left[|G|^{p}\right]|t-s|^{\eta p / 2}
$$

Therefore, the general version of the classical Kolmogrov-Čentsov lemma applies and gives the desired result.

### 1.1.3 Filtration and measurability

Definition 1.9. A filtration on $(\Omega, \mathcal{F}, \mathbb{P})$ is an increasing family $\left(\mathcal{F}_{t}\right)_{t \in \mathrm{~T}}$ of sub $\sigma$-field of $\mathcal{F}$.

A measurable space endowed with a filtration $\left(\mathcal{F}_{t}\right)_{t \in \mathrm{~T}}$ is said to be a filtered space.
Definition 1.10. The filtration is said to be right continuous if $\mathcal{F}_{t_{+}}=\mathcal{F}_{t}, \forall t \geq 0$, where $\forall t>0$ we set, $\mathcal{F}_{t_{+}}=\cap_{s>t} \mathcal{F}_{s}$

Definition 1.11. A filtration is said to be complete if the $\mathbb{P}$-negligible set of $\mathcal{F}_{\infty}$ are in $\mathcal{F}_{0}$ and if the probability space is complete.

Definition 1.12. A filtration satisfies the usual condition if it is right continuous and complete.

Remark 1.1. The interests to work with filtrations which are satisfying the usual condition are that every kind of limit of the adapted processes is still adapted. Moreover, every modification of a progressively measurable process stays progressively measurable.

Definition 1.13. (Measurable Process)
A stochastic process $\left(X_{t}\right)_{t \geq 0}$ is measurable if the application $X: \mathbb{R}_{+} \times \Omega \rightarrow \mathbb{R}$ is measurable w.r.t $\mathcal{B}\left(\mathbb{R}_{+}\right) \otimes \mathcal{F}$ i.e. if

$$
\forall A \in \mathcal{B}(\mathbb{R}), \quad\left\{(t, w): X_{t}(w) \in A\right\} \in \mathcal{B}\left(\mathbb{R}_{+}\right) \otimes \mathcal{F}
$$

The process $\left(X_{t}\right)_{t \geq 0}$ is said to be $\left(\mathcal{F}_{t}\right)_{t \geq 0}$ adapted, if $X_{t}$ is $\mathcal{F}_{t}$ measurable for each $t \geq 0$.
The process $\left(X_{t}\right)_{t \geq 0}$ is obviously adapted with respect to the natural filtration.
Proposition 1.1.2. A continuous stochastic process is measurable.

Proof. Let $\left(X_{t}\right)_{t \geq 0}$ a continuous stochastic process. First, we show that for $A \in$ $\mathcal{B}\left(\mathbb{R}_{+}\right)$, we have

$$
\begin{equation*}
\left\{(t, w) \in[0,1] \times \Omega, \quad X_{t}(w) \in A\right\} \in \mathcal{B}\left(\mathbb{R}_{+}\right) \otimes \mathcal{F} \tag{1.2}
\end{equation*}
$$

For $n \in \mathbb{N}$, let

$$
X_{t}^{n}=X_{\frac{\left[2^{n} t\right]}{2^{n}}}, t \in[0,1]
$$

since the paths of $X^{n}$ are piecewise constant, we have that

$$
\left\{(t, w) \in[0,1] \times \Omega, \quad X_{t}^{n}(w) \in A\right\} \quad \in \mathcal{B}\left(\mathbb{R}_{+}\right) \otimes \mathcal{F}
$$

Besides, $\forall t \in[0,1], w \in \Omega$, we have

$$
\lim _{n \rightarrow \infty} X_{t}^{n}(w)=X_{t}(w)
$$

Then we have (1.2). By the same argument, we can prove that $\forall k \in \mathbb{N}$,

$$
\left\{(t, w) \in[k, k+1] \times \Omega, \quad X_{t}(w) \in A\right\} \in \mathcal{B}\left(\mathbb{R}_{+}\right) \otimes \mathcal{F}
$$

Since

$$
\bigcup_{k \in \mathbb{N}}\left\{(t, w) \in[k, k+1] \times \Omega, \quad X_{t}(w) \in A\right\}=\left\{(t, w) \in \mathbb{R} \times \Omega, \quad X_{t}(w) \in A\right\}
$$

we have the result.

## Definition 1.14. (Progressively Measurable Process)

A process is progressively measurable if for each $t$ its restriction to the time interval $[0, t]$, is measurable with respect to $\mathcal{B}_{[0, t]} \otimes \mathcal{F}_{t}$, where $\mathcal{B}_{[0, t]}$ is the Borel $\sigma$-algebra of subsets of $[0, t]$.

Remark 1.2. Note that every progressively measurable process is adapted (and measurable). Besides, as well as in the Proposition 1.1.2, a continuous process adapted to $\left(\mathcal{F}_{t}\right)$ is progressively measurable. More precisely, any càdlàg or càglàd process is progressively measurable.

Definition 1.15. Let $\left(\Omega, \mathcal{F},\left(\mathcal{F}_{t}\right), \mathbb{P}\right)$ a filtered space. A process $\left(X_{t}\right)_{t \in \mathrm{~T}}$ is said to be predictable (resp. optional) if it is an càglàd (resp. càdlàg ) $\mathcal{F}_{t}$-adapted process.
We note the $\sigma$-field generated by càglàd (resp. càdlàg ) $\mathcal{F}_{t}$-adapted process by $\mathcal{P}$ (resp. $\mathcal{O}$ ).

In fact, there is this inclusion chain

$$
\underbrace{\mathcal{P}}_{\text {predictable processes }} \subset \underbrace{\mathcal{O}}_{\text {optional processes }} \subset \underbrace{\operatorname{Prog}}_{\text {progressively measurable }} \subset \underbrace{\mathcal{B}\left(\mathbb{R}_{+}\right) \otimes \mathcal{F}_{\infty}}_{\text {measurable }}
$$

Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a complete probability space equipped with a normal filtration $\left\{\mathcal{F}_{s}\right\}$ satisfying the usual conditions:

- $\mathcal{F}_{s}=\bigcap_{t>s} \mathcal{F}_{t}$ for all $s \geq 0 ;$
- All $A \in \mathcal{F}$ with $\mathbb{P}(A)=0$ are contained in $\mathcal{F}_{t}$.

A family $(X(t), t \geq 0)$ of $\mathbb{R}^{d}$-valued random variables on $(\Omega, \mathcal{F}, \mathbb{P})$ is called a stochastic process; this process is adapted if all $X(t)$ are $\mathcal{F}_{t}$-measurable. We denote $\mathcal{B}$, the

Borel $\sigma$-field on $[0, \infty)$. The process $X$ is measurable if $(t, \omega) \mapsto X(t, \omega)$ is a $\mathcal{B} \otimes \mathcal{F}$ measurable mapping. We say that $(X(t), t \geq 0)$ is continuous if the trajectories $t \mapsto X(t, \omega)$ are continuous for all $\omega \in \Omega$.

One can show that a process is measurable if it is right-continuous ([32], Prop. 1.13).

### 1.2 Semimartingales

The continuous semimartingales are important in stochastic calculus, because they are the most general class of integrators for which the classical stochastic integration is defined. Besides, as we know, the fractional Brownian motion is not a semimartingale for $H \neq \frac{1}{2}$. Therefore, its study is crucial for our project. Intuitively, a semimartingale is the sum of a local martingale with a process of finite variation. Note there are different types of semimartingales, but we only give a usual definition. For the deepest study of semimartingales, the reader could study [65] or in [44] VII.2.

Definition 1.16. Let $X=\left\{X_{t}, \mathcal{F}_{t}, t \geq 0\right\}$ be an integrable process, then $X$ is a:
i) Martingale if and only if $\mathbb{E}\left(X_{t} \mid \mathcal{F}_{s}\right)=X_{s} \quad$ a.s. for $0 \leq s \leq t<\infty$
ii) Supermartingale if and only if $\mathbb{E}\left(X_{t} \mid \mathcal{F}_{s}\right) \leq X_{s} \quad$ a.s. for $0 \leq s \leq t<\infty$
iii) Submartingale if and only if $\mathbb{E}\left(X_{t} \mid \mathcal{F}_{s}\right) \geq X_{s} \quad$ a.s. for $0 \leq s \leq t<\infty$

Definition 1.17. $M=\left\{M_{t}, \mathcal{F}_{t}, t \geq 0\right\}$ is a local-martingale if and only if there exists a sequence of stopping times $T_{n}$ tending to infinity such that $M^{T_{n}}$ are martingales for all $n$. The space of local martingales is denoted $\mathcal{M}_{\text {loc }}$, and the subspace of continuous local martingales is denoted $\mathcal{M}_{\text {loc }}^{c}$.

Definition 1.2. A stochastic process is called a semimartingale if it can be written in the form

$$
X_{t}=X_{0}+M_{t}+A_{t},
$$

where $\left(M_{t}\right)_{t \in \mathbb{R}^{+}}$is a local martingale vanishing at 0 and $\left(A_{t}\right)_{t \in \mathbb{R}^{+}}$is a right-continuous $\left(\mathcal{F}_{t}\right)$-adapted process of finite variation vanishing at 0 .

Remark 1.3. Note that if we deal with the same filtration, this decomposition is unique.

The next proposition will be on the basis of the integration with respect to semimartingales. Moreover, it is deeply linked with the non-semimartingale property of the fractional Brownian motion. Therefore, the Itô calculus cannot be applied for the fractional Brownian motion.

Proposition 1.2.1. A continuous semimartingale $\left(X_{t}\right)_{t \geq 0}=\left(M_{t}+A_{t}\right)_{t \geq 0}$ has a finite quadratic variation and $\langle X, X\rangle_{t}=\langle M, M\rangle_{t}$.

Proof. The proof is given in [55] p. 128

### 1.3 Brownian Motion

In what follows, we will state a number of important facts regarding Brownian motion. Most of the proofs are skipped. For more details about the proofs, we refer the reader to ([32]).

### 1.3.1 Definition and properties

Definition 1.18. ([33]). A stochastic process $\left(W_{t}\right)_{t \in \mathbb{R}_{+}}$is called a standard Brownian motion if it satisfies the following conditions:

1. $\mathbb{P}\left[W_{t}(\omega)=0\right]=1$, for all $\omega \in \Omega$,
2. Independent increments. For each $0 \leq t_{1}<t_{2}<\ldots<t_{m}$, the real valued

$$
W\left(t_{1}\right), W\left(t_{2}\right)-W\left(t_{1}\right), \ldots, W\left(t_{m}\right)-W\left(t_{m-1}\right),
$$

are independent.
3. Stationary increments. For each $0 \leq s<t, W(t)-W(s)$ is a centered real valued normally distributed with variance $t-s$, i.e.,

$$
W(t)-W(s) \sim \mathcal{N}(0, t-s)
$$

4. Almost all sample paths of $W_{t}$ are continuous functions, i.e.,

$$
\mathbb{P}\left(\omega \in \Omega, t \rightarrow W_{t}(\omega) \quad \text { is } \quad \text { continuous }\right)=1
$$

Remark 1.3. 1. Notice that the natural filtration of the Brownian motion is $\mathcal{F}_{t}^{W}=\sigma\left(W_{s}, s \leq t\right)$.
2. We can define the Brownian motion without the last condition of continuous paths, because with a stochastic process satisfying the second and the third conditions, by applying the Kolmogorov's continuity theorem, there exists a modification of $\left(W_{t}\right)_{t \in \mathbb{R}_{+}}$which has continuous paths a.s.
3. A Brownian motion is also called a Wiener process since it is the canonical process defined on the Wiener space.

Proposition 1.3.1. ([24]). The Brownian motion $\left(W_{t}\right)_{t \in \mathbb{R}_{+}}$is a Gaussian process with mean 0 and covariance function $\operatorname{Cov}\left(W_{t}, W_{s}\right)=s \wedge t$.

Proof. We have that $W_{t}=W_{t}-W_{0}$. Thus, $W_{t} \sim \mathcal{N}(0, t)$ by definition. Moreover, without loss of generality, we assume $s<t$. Hence, we have

$$
E\left(W_{s} W_{t}\right)=E\left(W_{s}\left(W_{t}-W_{s}\right)+W_{s}^{2}\right)=0+s=s
$$

Note that since the Brownian motion is a continuous Gaussian process, the proposition 1.3.1 characterizes uniquely the Brownian motion.

We will give here some properties of the standard Brownian motion.

Properties 1.3.1.1. ([33]). Let $W(t)_{t \in \mathbb{R}_{+}}$be a standard Brownian motion

1. Self-similarity. For any $T>0,\left\{T^{-1 / 2} W(T t)\right\}$ is a Brownian motion.
2. Symmetry. $\{-W(t), t \geq 0\}$ is also a Brownian motion.
3. $\{t W(1 / t), t>0\}$ is also a Brownian motion.
4. If $W(t)$ is a Brownian motion on $[0,1]$, then $(t+1) W(1 / t+1)-W(1)$ is a Brownian motion on $[0, \infty)$.

We have seen that each stochastic process is characterized by its finite-dimensional distribution. Hence, let us give the finite-dimensional distribution of the Brownian motion. In fact, as a Gaussian process, its finite-dimensional distributions are Gaussian. The finite-dimensional distributions of the Brownian motion are given by:
for $n \in \mathbb{N}, t_{1} \leq \ldots \leq t_{n}$,

$$
\mu_{B_{t_{1}}, \ldots, B_{t_{n}}}=\frac{1}{\sqrt{2 \pi t_{1}}} e^{\frac{-x_{1}^{2}}{2 t_{1}}} \prod_{i=1}^{n-1} \frac{1}{\sqrt{2 \pi\left(t_{i+1}-t_{i}\right)}} e^{-\frac{\left(x_{i+1}-x_{i}\right)^{2}}{2\left(t_{i+1}-t_{i}\right)}}
$$

So every process which has (1.3.1) as finite-dimensional distributions is a Brownian motion.

### 1.3.2 Quadratic variation and Brownian motion

Proposition 1.3.2. Let $W(t)_{t \in \mathbb{R}+}$ be a Brownian motion. For $t \geq 0$, for all sequence of subdivisions $\Delta_{n}[0, t]$, such that $\lim _{n \rightarrow \infty}\left|\Delta_{n}[0, t]\right|=0$ we have

$$
\lim _{n \rightarrow \infty} \sum_{i=1}^{2^{n}}\left(W_{\frac{i t}{2^{n}}}-W_{\frac{(i-1) t}{2^{n}}}\right)^{2}=t, \quad \text { p.s. }
$$

Proof. The proof can be found in ([62], p.46).

### 1.3.3 Brownian paths

Proposition 1.3.3. ([32]). A Brownian motion has its paths a.s., locally $\gamma$-Hölder continuous for $\gamma \in[0,1 / 2)$.

Proposition 1.3.4. ([32]). The Brownian motion's sample paths are a.s., nowhere differentiable.

### 1.3.4 Properties of Brownian motion paths

## Continuity and differentiability

Almost surely, the sample paths of $W(t), 0 \leq t \leq T$

1. are continuous functions of $t$,
2. are not differentiable at any point.

Theorem 1.4. For every $t_{0}$,

$$
\lim \sup _{t \rightarrow t_{0}}\left|\frac{W(t)-W\left(t_{0}\right)}{t-t_{0}}\right|=\infty \quad \text { a.s. }
$$

which implies that for any $t_{0}$, almost every sample $W(t)$ is not differentiable at this point.

Proof.We refer the reader to ([33]).

### 1.3.5 Brownian motion and martingales

As a stochastic process, we could ask, knowing well all properties of martingales, if the Brownian motion is one.

Definition 1.19. A stochastic process $\{X(t) ; t \geq 0\}$ is a martingale if for any $t$ it is integrable, $E|X(t)|<\infty$, and for any $s>0 E\left(X(t+s) \mid \mathcal{F}_{t}\right)=X(t)$ a.s. where $\mathcal{F}_{t}$ is the information about the process up to time $t$, that is, $\left\{\mathcal{F}_{t}\right\}$ is a collection of $\sigma$-algebras such that

1. $\mathcal{F}_{u} \subset \mathcal{F}_{t}$, if $u \leq t$;
2. $X(t)$ is $\mathcal{F}_{t}$ measurable.

Proposition 1.3.5. ([24]). Let $\left(W_{t}\right)_{t \in \mathbb{R}_{+}}$be a Brownian motion. Then the following processes are $\left(\mathcal{F}_{t}^{W}\right)$-martingales:

1. $\left(W(t)_{t \geq 0}\right.$,
2. $\left(W^{2}(t)-t\right)_{t \geq 0}$,
3. For any $u$, $\left(e^{u W(t)-\frac{u^{2}}{2} t}\right)_{t \geq 0}$.

Proof. We refer the reader to ([33]):

## Markov Property

Definition 1.20. Let $X(t) ; t \geq 0$ be a stochastic process on the filtered probability space $\left(\Omega, \mathcal{F},\left\{\mathcal{F}_{t}\right\}_{t}, \mathbb{P}\right)$. The process is called a Markov process if for any $t$ and $s>$ 0 , the conditional distribution of $X(t+s)$ given $\mathcal{F}_{t}$ is the same as the conditional distribution of $X(t+s)$ given $X(t)$, that is,

$$
\mathbb{P}\left(X(t+s) \leq y \mid \mathcal{F}_{t}\right)=\mathbb{P}(X(t+s) \leq y \mid X(t))
$$

or equivalently, if for any $t$ and $s>0$ and every non negative Borel-measurable function $f$, there is another Borel-measurable function $g$ such that

$$
E\left[f(X(t+s)) \mid \mathcal{F}_{t}\right]=g(X(t))
$$

Theorem 1.5. The Brownian motion $(W(t))$ has the Markov property.

## Example 1.6.

1. For any $T>0,\left\{T^{-1 / 2} W(T t)\right\}$ is a Brownian motion(the self-similarity property).
2. The process

$$
\frac{t}{\sqrt{\pi}}+\frac{2}{\pi} \sum_{j=1}^{\infty} \frac{\sin (j t)}{j} \xi_{j}
$$

where $\xi_{j}$ are independent standard normal random variables, is a Brownian motion on $[0 ; \pi]$ (the random series representation).
3. $\{-W(t) ; t \geq 0\}$ is also a Brownian motion (the symmetry property).
4. $\{t W(1 / t) ; t>0\}$ is also a Brownian motion (time reversal).
5. If $W(t)$ is a Brownian motion on $[0,1]$, then $(t+1) W(1 / t+1)-W(1)$ is a Brownian motion on $[0, \infty) \cdot($ property of the existence $)$.

### 1.4 Fractional Brownian Motion

The fractional Brownian motion (fbm for short) was originally defined and studied by Kolmogorov [34] within a Hilbert space framework.

### 1.4.1 Existence of the fractional Brownian Motion

The next proposition shows us the existence of the fractional Brownian motion.
Proposition 1.4.1. Let $H>0$ be a real parameter. Then, there exists a continuous centered Gaussian process $B^{H}=\left(B_{t}^{H}\right)_{t \geq 0}$ with a covariance function given by

$$
\begin{equation*}
\Gamma_{H}(s, t)=\frac{1}{2}\left(s^{2 H}+t^{2 H}-|t-s|^{2 H}\right), \quad s, t \geq 0 \tag{1.3}
\end{equation*}
$$

if and only if $H \leq 1$. In this case, the sample paths of $B^{H}$ are, for any $\alpha \in(0, H)$ $\alpha$-Hölder continuous on each compact set.

Proof. According to Kolmogrov's theorem 1.1, to get our first claim, we must show that $\Gamma_{H}$ is of a positive type if and only if $H \leq 1$.
Assume first that $H>1$. When $t_{1}=1, t_{2}=2, a_{1}=-2$ and $a_{2}=1$, we have

$$
a_{1}^{2} \Gamma_{H}\left(t_{1}, t_{1}\right)+2 a_{1} a_{2} \Gamma_{H}\left(t_{1}, t_{2}\right)+a_{2}^{2} \Gamma_{H}\left(t_{2}, t_{2}\right)=4-2^{2 H}<0
$$

As a consequence, $\Gamma_{H}$ is not of a positive type when $H>1$.
The function $\Gamma_{1}$ is of a positive type; indeed, $\Gamma_{1}(s, t)=$ st so that, for all $d \geq$ $1, t_{1}, \ldots, t_{d} \geq 0$ and $a_{1}, \ldots, a_{d} \in \mathbb{R}$,

$$
\sum_{k, l=1}^{d} \Gamma_{1}\left(t_{k}, t_{l}\right) a_{k} a_{l}=\left(\sum_{k=1}^{d} t_{k} a_{k}\right)^{2} \geq 0
$$

Consider now the case $H \in(0,1)$. For any $x \in \mathbb{R}$, the change of variable $v=u|x|$ (whenever $x \neq 0$ ) leads to the representation

$$
|x|^{2 H}=\frac{1}{C_{H}} \int_{0}^{\infty} \frac{1-e^{-u^{2} x^{2}}}{u^{1+2 H}} d u
$$

where $C_{H}=\int_{0}^{\infty}\left(1-e^{-u^{2}}\right) u^{-1-2 H} d u<\infty$. Therefore, for any $s, t \geq 0$, we have

$$
\begin{aligned}
s^{2 H}+t^{2 H}-|t-s|^{2 H}= & \frac{1}{C_{H}} \int_{0}^{\infty} \\
& \quad \frac{\left(1-e^{-u^{2} t^{2}}\right)\left(1-e^{-u^{2} s^{2}}\right)}{u^{1+2 H}} d u \\
= & \frac{1}{C_{H}} \int_{0}^{\infty} \frac{e^{-u^{2} t^{2}}\left(e^{2 u^{2} t s}-1\right) e^{-u^{2} s^{2}}}{u^{1+2 H}} d u \\
& \quad \frac{\left(1-e^{-u^{2} t^{2}}\right)\left(1-e^{-u^{2} s^{2}}\right)}{u^{1+2 H}} \sum_{n=1}^{\infty} \frac{2^{n}}{n!} \int_{0}^{\infty} \frac{t^{n} e^{-u^{2} t^{2}} s^{n} e^{-u^{2} s^{2}}}{u^{1-2 n+2 H}} d u
\end{aligned}
$$

so that, for all $d \geq 1, t_{1}, \ldots, t_{d} \geq 0$ and $a_{1}, \ldots, a_{d} \in \mathbb{R}$,

$$
\begin{aligned}
\sum_{k, l=1}^{d} \frac{1}{2}\left(t_{k}^{2 H}+t_{l}^{2 H}-\left|t_{k}-t_{l}\right|^{2 H}\right) a_{k} a_{l}= & \frac{1}{2 C_{H}} \int_{0}^{\infty} \frac{\left(\sum_{k=1}^{d}\left(1-e^{-u^{2} t_{k}^{2}}\right) a_{k}\right)^{2}}{u^{1+2 H}} d u \\
& +\frac{1}{2 C_{H}} \sum_{n=1}^{\infty} \frac{2^{n}}{n!} \int_{0}^{\infty} \frac{\left(\sum_{k=1}^{d} t_{k}^{n} e^{-u^{2} t_{k}^{2}} a_{k}\right)^{2}}{u^{1-2 n+2 H}} d u
\end{aligned}
$$

that is $\Gamma_{H}$ is of a positive type when $H \in(0,1)$.
To conclude, in the second part of the proposition, we suppose that $H \in(0,1)$ and consider a centered Gaussian process $B^{H}$ with a covariance function given by (1.3). Then, we have

$$
\mathbb{E}\left[\left(B_{t}^{H}-B_{t}^{H}\right)^{2}\right]=|t-s|^{2 H}, s, t \geq 0,
$$

so that Kolmogrov-Čentsov lemma 1.1.1 applies and shows that the sample paths of $B^{H}$ are $\alpha$-Hölder continuous.

The Hurst parameter $H$ accounts not only for the sign of the correlation of the increments, but also for the regularity of the sample paths. Indeed, for $H>\frac{1}{2}$, the increments are positively correlated, and for $H<\frac{1}{2}$ they are negatively correlated. furthermore, for every $\beta \in(0, H)$, its sample paths are almost surely Hölder continuous with index $\beta$. Finally, it is worthy of note that for $H>\frac{1}{2}$, according to Beran's definition, it is a long memory process: the covariance of increments at distance $u$ decreases as $u^{2 H-2}$.
These significant properties make the fractional Brownian motion a natural candidate as a model of noise in mathematical finance (see Comte and Renault [14], Rogers [56]), and in communication networks (see, for instance, Leland, Taqqu et al. [52].
Recently, there has been numerous attempts at defining a stochastic integral with respect to fractional Brownian motion. Indeed, for $H \neq \frac{1}{2}, B^{(H)}$ is not a semimartingale, and the usual Itô's stochastic calculus may not be applied. However, the integral

$$
\begin{equation*}
\int_{0}^{t} a(s) d B^{(H)}(s) \tag{1.4}
\end{equation*}
$$

may be defined for suitable $a$. In one hand, since $B^{(H)}$ has almost its sample paths Hölder continuous of index $\beta$, for any $\beta<H$, the integral (1.4) exists in the RiemannStieljes sense (path by path) if almost every sample path of $a$ has finite $p$-variation with $\frac{1}{p}+\beta>1$ (see Young [66]): this is the approach used by Dai and Heyde [16] when $H>\frac{1}{2}$. Let us recall that the $p$-variation of a function $f$ over an interval $[0, t]$ is the least upper bound of sums $\sum_{k}\left|f\left(x_{k}-f\left(x_{k-1}\right)\right)\right|^{p}$ over all partitions $0=x_{0}<x_{1}<\ldots<x_{n}=T$. A recent survey of the important properties of RiemannStieljes integral is the concentrated advanced course of Dudley and Norvaisa [21]. An extension of the Riemann-Stieljes integral has been defined by Zähle [52], by means of composition formulas, integration by parts formula, Weyl derivative formula concerning fractional integration/differentiation, and the generalized quadratic variation of Russo and Vallois [57, 58].
On the other hand, $B^{(H)}$ is a Gaussian process, and (1.4) can be defined for deterministic processes $a$ by way of an $L^{2}$ isometry: see, for example, Norros, Valkeila
and Virtamo or Pipiras and Taqqu [52]. With the help of the stochastic calculus of variations (see [52]) this integral may be extended to random processes $a$. In this case, the stochastic integral (1.4) is a divergence operator, that is the adjoint of a stochastic gradient operator (see the pioneering paper of Decreusefond and Ustunel [18]). It must be noted that Duncan, Hu and Pasik-Duncan [23] have defined the stochastic integral in a similar way by using Wick product. Ciesielski, Kerkyacharian and Roynette [12] also used the Gaussian property of $B^{(H)}$ to prove that $B^{(H)}$ belongs to suitable function spaces and construct a stochastic integral.
Eventually, Alos, Mazet and Nualart [4] have established the following ideas introduced in a previous version of this paper, very sharp sufficient conditions that ensure the existence of the stochastic integral (1.4).
In a similar way, given a Hilbert space $\mathbb{V}$ we denote by $\mathbb{D}^{k, p}(\mathbb{V})$ the corresponding Sobolev space of $\mathcal{V}$-valued random variables. The divergence operator $\delta$ is the adjoint of the derivative operator, defined by means of the duality relationship.

$$
E(F \delta(u))=E(D F, u)_{\mathcal{H}}
$$

where $u$ is a random variable in $L^{2}(\Omega ; \mathcal{H})$. We say that $u$ belongs to the domain of the operator $\delta$, denoted by $\operatorname{Dom} \delta$, if the above expression is continuous in the $L^{2}$ norm of $F$. A basic result says that the space $\mathbb{D}^{1,2}(\mathcal{H})$ is included in Dom $\delta$. The following are two basic properties of the divergence operator:

1. For any $u \in \mathbb{D}^{1,2}(\mathcal{H})$ :

$$
\begin{equation*}
E \delta(u)^{2}=E\|u\|_{\mathcal{H}}^{2}+E<D_{u},\left(D_{u}\right)^{*}>_{\mathcal{H}} \otimes \mathcal{H} \tag{1.5}
\end{equation*}
$$

where $\left(D_{u}\right)^{*}$ is the adjoint of $\left(D_{u}\right)$ in the Hilbert space $\mathcal{H} \otimes \mathcal{H}$
2. For any F in $\mathbb{D}^{1,2}$ and any u in the domain of $\delta$ such that Fu and $F \delta(u)+<$ $D F, u>_{\mathcal{H}}$ are square integrable, then Fu is in the domain of $\delta$ and

$$
\begin{equation*}
\delta\left(F_{u}\right)=F \delta(u)+<D F, u>_{\mathcal{H}} \tag{1.6}
\end{equation*}
$$

We denote by $|\mathcal{H}| \otimes|\mathcal{H}|$ the space of measurable functions $\varphi$ on $[0, T]^{2}$ such that

$$
\|\varphi\|_{|\mathcal{H}| \otimes|\mathcal{H}|}^{2}=\alpha_{H}^{2} \int_{[0, T]^{4}}\left|\varphi_{r, \theta}\left\|\varphi_{u, \eta}\right\| r-u\right|^{2 H-2}|\theta-\eta| d r d u d \theta d \eta<\infty
$$

As we mentioned before, $|\mathcal{H}| \otimes|\mathcal{H}|$ is a Banach space with respect to the norm $\|\cdot\|_{|\mathcal{H}| \otimes|\mathcal{H}|}$. Furthermore, equipped with the inner product

$$
<\varphi, \psi>_{\mathcal{H} \otimes \mathcal{H}}=\alpha_{H}^{2} \int_{[0, T]^{4}} \varphi_{r, \theta} \varphi_{u, \eta}|r-u|^{2 H-2}|\theta-\eta|^{2 H-2} d r d u d \theta d \eta
$$

The space $|\mathcal{H}| \otimes|\mathcal{H}|$ is isometric to a subspace of $\mathcal{H} \otimes \mathcal{H}$ and it will be identified with this subspace.
We will recall briefly some of the basic results on fractional Brownian motion. For more details about this process, we can refer the reader to $[9,18,15]$.

Definition 1.7. ([9]). The (two-sided) fractional Brownian motion with Hurst index $H \in(0,1)$ is a Gaussian process $B^{H}=\left\{B_{t}^{H}, t \in \mathbb{R}\right\}$ on $(\Omega, \mathcal{F}, \mathbb{P})$, having the properties:

1. $B_{0}^{H}=0$.
2. $\mathbb{E}\left[B_{t}^{H}\right]=0, \quad t \in \mathbb{R}$.
3. $\mathbb{E}\left[B_{t}^{H} B_{s}^{H}\right]=\frac{1}{2}\left(|t|^{2 H}+|s|^{2 H}-|t-s|^{2 H}\right), \quad s, t \in \mathbb{R}$.

Remark 1.8. Since $\mathbb{E}\left[B_{t}^{H}-B_{s}^{H}\right]^{2}=|t-s|^{2 H}$ and $B^{H}$ is a Gaussian process, it has a continuous modification, according to the Kolmogorov theorem.

### 1.4.2 Correlation between two increments

For $H=\frac{1}{2}, B^{H}$ is a standard Brownian motion. Hence, in this case the increments of the process are independent.
For $H \neq \frac{1}{2}$ the increments are not independent. More precisely, by Definition 1.7 the covariance between $B^{H}(t+h)-B^{H}(t)$ and $B^{H}(s+h)-B^{H}(s)$ with $s+h \leq t$ and $t-s=n h$ is

$$
\rho_{H}(n)=\frac{1}{2} h^{2 H}\left[(n+1)^{2 H}+(n-1)^{2 H}-2 n^{2 H}\right] .
$$

In particular, we obtain that two increments of the form $B^{H}(t+h)-B^{H}(t)$ and $B^{H}(t+2 h)-B^{H}(t+h)$ are positively correlated for $H>\frac{1}{2}$, while they are negatively correlated for $H<\frac{1}{2}$.

### 1.4.3 Hölder continuity

We have seen that a Brownian motion is locally Hölder continuous of order strictly less than $1 / 2$. Hence, we have the following proposition which generalizes this result to the fBm .

Proposition 1.4.2. ([9]). Let $H \in(0,1)$. The $f B m B^{H}$ admits a version whose sample paths are almost surely Hölder continuous of order strictly less than $H$.

Proof. It follows from the Kolmogorov's continuity criterion and the fact that for any $\alpha>0$, we have

$$
\mathbb{E}\left(\left|B_{t}^{H}-B_{s}^{H}\right|^{\alpha}\right)=\mathbb{E}\left(\left|B_{1}^{H}\right|^{\alpha}\right)|t-s|^{\alpha H}
$$

### 1.4.4 Basic properties

We will first define the self-similarity and long-range dependence in the framework of general stationary stochastic processes.

Definition 1.21. [19]. A stochastic process $\{X(t): t \geq 0\}$ is said to be self-similar if there exists $H \geq 0$ such that for any $a>0,\{X(a t)\}$ and $\left\{a^{H} X(t)\right\}$ have identical finite dimensional distributions.

Proposition 1.4.3. Let $B^{H}$ be a fractional Brownian motion of hurst parameter $H \in(0,1)$. Then:

1. [Selfsimilarity] For all $a>0,\left(B_{a t}^{H}\right) \stackrel{d}{=}\left(a^{H} B_{t}^{H}\right)$.
2. $\left[\right.$ Stationarity of increments] For all $h>0,\left(B_{t+h}^{H}-B_{h}^{H}\right) \stackrel{d}{=} B_{t}^{H}$.
3. [ Hölder continuity] For each $0<\varepsilon<H$ and each $T>0$ there exists a random variable $K_{\varepsilon, T}$ such that

$$
\left|B^{H}(t)-B^{H}(s)\right| \leq K_{\varepsilon, T}|t-s|^{H-\varepsilon}
$$

4. [Differentiability] The sample paths of $f B m$ are nowhere differentiable.

Proof. First, let us prove the selfsimilarity property. We have that

$$
\begin{aligned}
\mathbb{E}\left(B_{a t}^{H} B_{a s}^{H}\right) & =\frac{1}{2}\left((a t)^{2 H}+(a s)^{2 H}-(a|t-s|)^{2 H}\right) \\
& =a^{2 H} \mathbb{E}\left(B_{t}^{H} B_{s}^{H}\right) \\
& =\mathbb{E}\left(\left(a^{H} B_{t}^{H}\right)\left(a^{H} B_{s}^{H}\right)\right)
\end{aligned}
$$

Thus, since all processes are centered and Gaussian, it implies that

$$
\left(B_{a t}^{H}\right) \stackrel{d}{=}\left(a^{H} B_{t}^{H}\right)
$$

Second, we show that it has stationary increments. Note that for all $h>0$, we have

$$
\begin{aligned}
\mathbb{E}\left(\left(B_{t+h}^{H}-B_{h}^{H}\right)\left(B_{s+h}^{H}-B_{h}^{H}\right)\right)= & \mathbb{E}\left(B_{t+h}^{H} B_{s+h}^{H}\right)-\mathbb{E}\left(B_{t+h}^{H} B_{h}^{H}\right)-\mathbb{E}\left(B_{s+h}^{H} B_{h}^{H}\right)+\mathbb{E}\left(\left(B_{h}^{H}\right)^{2}\right) \\
= & \frac{1}{2}\left[\left((t+h)^{2 H}+(s+h)^{2 H}-|t-s|^{2 H}\right)\right. \\
& \left.-\left((t+h)^{2 H}+h^{2 H}-t^{2 H}\right)-\left((s+h)^{2 H}+h^{2 H}-s^{2 H}\right)+2 h^{2 H}\right] \\
= & \frac{1}{2}\left(t^{2 H}+s^{2 H}-|t-s|^{2 H}\right)=\mathbb{E}\left(B_{t}^{H} B_{s}^{H}\right) .
\end{aligned}
$$

Therefore, the fBm is a stationary increment.

For the Hölder continuity, it follows from Kolmogrov-Čentsov lemma 1.1.1 and the fact that for any $\alpha>0$, we have

$$
\mathbb{E}\left(\left|B_{t}^{H}-B_{s}^{H}\right|^{\alpha}\right)=\mathbb{E}\left(\left|B_{1}^{H}\right|^{\alpha}\right)|t-s|^{2 H}
$$

Finally, let's prove the differentiability, indeed for every $t_{0} \in[0, \infty]$,

$$
\mathbb{P}\left(\limsup _{t \rightarrow t_{0}}\left|\frac{B_{t}^{H}-B_{t_{0}}^{H}}{t-t_{0}}\right|=\infty\right)=1
$$

Let us denote by $\mathfrak{B}_{t, t_{0}}=\frac{B_{t}^{H}-B_{t_{0}}^{H}}{t-t_{0}}$, using the selfsimilarity property, we have

$$
\mathfrak{B}_{t, t_{0}} \stackrel{d}{=}\left(t-t_{0}\right)^{H-1} B_{1}^{H}
$$

We define $\mathfrak{u}(t, \omega)=\left\{\sup _{0 \leq s \leq t}\left|\frac{B_{s}^{H}}{s}\right|>d\right\}$. Then, for any sequence $\left(t_{n}\right)_{n \in \mathbb{N}}$ decreasing to 0 ,
we have $\mathfrak{u}\left(t_{n}, \omega\right) \supseteq \mathfrak{u}\left(t_{n+1}, \omega\right)$. Thus,

$$
\mathbb{P}\left(\lim _{n \rightarrow \infty} \mathfrak{u}\left(t_{n}\right)\right)=\lim _{n \rightarrow \infty} \mathbb{P}\left(\mathfrak{u}\left(t_{n}\right)\right)
$$

and

$$
\mathbb{P}\left(\mathfrak{u}\left(t_{n}\right)\right) \geq \mathbb{P}\left(\left|\frac{\left.B_{t_{n}}^{(H)}\right)}{t_{n}}\right|>d\right)=\mathbb{P}\left(\left|B_{1}^{(H)}\right|>t_{n}^{1-H} d\right) \xrightarrow{n \rightarrow \infty} 1 .
$$

## Chapter 2

## Stochastic integration with respect to fractional Brownian motion

Here we will study the simplest stochastic integral, where the integrand and the integrator are random variables. The first who defined this integral was K. Itô in 1944 (see [37]). Therefore, we utilized this integral after Itô's definition. In fact, the integrand will be an adapted stochastic process with respect to the natural filtration of the Brownian motion.

### 2.1 Fractional calculus

Another way to handle Young's integrals is to use the so-called fractional calculus. Let $f \in L^{1}(a, b)$ and $\alpha>0$. The left-sided and the right-sided fractional integrals of $f$ of order $\alpha$ are defined respectively by:

$$
I_{a+}^{\alpha} f(x)=\frac{1}{\Gamma(\alpha)} \int_{a}^{x}(x-y)^{\alpha-1} f(y) d y
$$

and

$$
I_{b-}^{\alpha} f(x)=\frac{(-1)^{-\alpha}}{\Gamma(\alpha)} \int_{x}^{b}(y-x)^{\alpha-1} f(y) d y
$$

where $(-1)^{\alpha}=e^{i \pi \alpha}$ and $\Gamma(\alpha)=\int_{0}^{\infty} u^{\alpha-1} e^{-u} d u$ is the Gamma function. Let us denote by $I_{a+}^{\alpha}\left(L^{p}\right)$ (respectively $\left.I_{b-}^{\alpha}\left(L^{p}\right)\right)$ the image of $L^{p}(a, b)$ by the operator $I_{a+}^{\alpha}$
(respectively $I_{b-}^{\alpha}$ ). If $f \in I_{a+}^{\alpha}\left(L^{p}\right)$ (respectively $f \in I_{b-}^{\alpha}\left(L^{p}\right)$ ) and $0<\alpha<1$, we define for $x \in(a, b)$ the left and the right derivatives by:

$$
D_{a+}^{\alpha} f(x)=\frac{1}{\Gamma(1-\alpha)}\left(\frac{f(x)}{(x-a)^{\alpha}}+\alpha \int_{a}^{x} \frac{f(x)-f(y)}{(x-y)^{\alpha+1}} d y\right) \mathbb{1}_{(a, b)}(x)
$$

and respectively,

$$
D_{b-}^{\alpha} f(x)=\frac{(-1)^{\alpha}}{\Gamma(1-\alpha)}\left(\frac{f(x)}{(b-x)^{\alpha}}+\alpha \int_{x}^{b} \frac{f(x)-f(y)}{(y-x)^{\alpha+1}} d y\right) \mathbb{1}_{(a, b)}(x)
$$

We have the following property:

$$
D_{a+}^{\alpha} D_{a+}^{\beta}=D_{a+}^{\alpha+\beta}, \quad D_{b-}^{\alpha} D_{b-}^{\beta}=D_{b-}^{\alpha+\beta}
$$

and for $f \in I_{a+}^{\alpha}\left(L^{p}\right), \quad g \in I_{b-}^{\alpha}\left(L^{p}\right)$

$$
\int_{a}^{b} D_{a+}^{\alpha} f(t) g(t) d t=(-1)^{-\alpha} \int_{a}^{b} f(t) D_{b-}^{\alpha} g(t) d t
$$

The key point that allows to use fractional calculus to study Young's integrals is the following proposition which is due to M. Zähle [43].

Proposition 2.1.1. [43]Let $f \in C^{\lambda}([a, b])$ and $g \in C^{\beta}([a ; b])$ with $\lambda+\beta>1$ : Let $1-\beta<\alpha<\lambda$. Then, the Young's integral exists and it can be expressed as

$$
\int_{a}^{b} f d g=(-1)^{\alpha} \int_{a}^{b} D_{a+}^{\alpha} f(t) D_{b-}^{1-\alpha} g_{b-}(t) d t
$$

where $g_{b-}(t)=g(t)-g(b)$.

### 2.1.1 Bounded variation

As we could expect, the fBm is, as the Brownian motion, a process of unbounded variation.

Proposition 2.1.2. ([g]). The $f B m$ is of unbounded variation, i.e.,

$$
\sup _{t_{i}} \sum_{i}\left|B_{t_{i+1}}^{H}-B_{t_{i}}^{H}\right|=\infty .
$$

Proof. It is clear by equation (2.1).

### 2.1.2 Stochastic integral representation

Here we discuss some of the integral representations for the fBm . In ([9]) it is proved that the process

$$
\begin{aligned}
Z(t)= & \frac{1}{\Gamma\left(H+\frac{1}{2}\right)} \int_{\mathbb{R}}\left((t-s)_{+}^{H-\frac{1}{2}}-(-s)_{+}^{H-\frac{1}{2}}\right) d W(s) \\
= & \frac{1}{\Gamma\left(H+\frac{1}{2}\right)}\left(\int_{-\infty}^{0}\left((t-s)^{H-\frac{1}{2}}-(-s)^{H-\frac{1}{2}}\right) d W(s)\right. \\
& \left.+\int_{0}^{t}(t-s)^{H-\frac{1}{2}} d W(s)\right),
\end{aligned}
$$

where $W(t)$ is a standard Brownian motion and $\Gamma$ represents the gamma function, is a fBm with Hurst index $H \in(0,1)$.

We can also represent the fBm over a finite interval, i.e.,

$$
B_{t}^{H}=\int_{0}^{t} K_{H}(t, s) d W_{s}, \quad t \geq 0
$$

where:

1. For $H>\frac{1}{2}$,

$$
K_{H}(t, s)=c_{H} s^{\frac{1}{2}-H} \int_{s}^{t}(u-s)^{H-\frac{3}{2}} u^{H-\frac{1}{2}} d u
$$

where $c_{H}=\left[\frac{H(2 H-1)}{\beta\left(2-2 H, H-\frac{1}{2}\right)}\right]^{\frac{1}{2}}$ and $t>s$.
2. For $H<\frac{1}{2}$,

$$
\begin{aligned}
& \qquad K_{H}(t, s)=c_{H}\left[\left(\frac{t}{s}\right)^{H-\frac{1}{2}}(t-s)^{H-\frac{1}{2}}-\left(H-\frac{1}{2}\right) s^{\frac{1}{2}-H} \int_{s}^{t} u^{H-\frac{3}{2}}(u-s)^{H-\frac{1}{2}} d u\right], \\
& \text { with } c_{H}=\left[\frac{2 H}{(1-2 H) \beta\left(1-2 H, H+\frac{1}{2}\right)}\right]^{\frac{1}{2}} \text { and } t>s
\end{aligned}
$$

### 2.1.3 Differentiability

As in the Brownian case, the fBm is a.s., nowhere differentiable. Effectively, we have the following proposition.

Proposition 2.1.3. Let $H \in(0,1)$. The fBm sample path $B^{H}(\cdot)$ is not differentiable. Indeed, for every $t_{0} \in[0, \infty)$

$$
\lim _{t \rightarrow t_{0}} \sup \left|\frac{B^{H}(t)-B^{H}\left(t_{0}\right)}{t-t_{0}}\right|=\infty
$$

with probability one.
proof. We refer the reader to ([9]).

### 2.1.4 The fBm is not a semimartingale for $H \neq \frac{1}{2}$

This is a crucial result of this section. Indeed, the fact that the fBm is not a semimartingale implies that we are not able to integrate with respect to it as we usually do in the classical stochastic calculus. Effectively, the most general class of integrators are semimartingales.

Let us now prove this result ( fBm is not a semimartingale).
Proof. In fact, it is sufficient to compute $p$-variation of $B^{H}$. More precisely, we assert that the index of $p$-variation of a fBm is $\frac{1}{H}$. Indeed, let us consider for fixed $p>0$,

$$
Y_{n, p}:=\sum_{i=1}^{n}\left|B_{\frac{i}{n}}^{H}-B_{\frac{i-1}{n}}^{H}\right|^{p} n^{p(H-1)}
$$

Now if we consider

$$
\tilde{Y}_{n, p}:=\sum_{i=1}^{n}\left|B_{i}^{H}-B_{i-1}^{H}\right|^{p} \frac{1}{n}
$$

We have, by the self-similar property of the fBm , that $Y_{n, p} \stackrel{d}{=} \tilde{Y}_{n, p}$. Besides, remark that the sequence $\left(B_{n}^{H}-B_{n-1}^{H}\right)_{n \in \mathbb{Z}}$ is stationary and ergodic. Therefore, we can use the ergodic theorem and obtain that

$$
\tilde{Y}_{n, p} \xrightarrow{L^{1}} \mathbb{E}\left(\left|B^{H}(1)\right|^{p}\right) \quad \text { a.s., } \quad \text { as } \quad n \rightarrow \infty .
$$

So that $Y_{n, p} \xrightarrow{\mathbb{P}} \mathbb{E}\left(\left|B^{H}(1)\right|^{p}\right)$ which implies $Y_{n, p} \xrightarrow{\mathcal{D}} \mathbb{E}\left(\left|B^{H}(1)\right|^{p}\right)$. Therefore,

$$
V_{n, p}:=\sum_{i=1}^{n}\left|B_{\frac{i}{n}}^{H}-B_{\frac{i-1}{n}}^{H}\right|^{p} \xrightarrow{\mathbb{P}}\left\{\begin{array}{ll}
0, & \text { if } p H>1  \tag{2.1}\\
\infty & \text { if } p H<1
\end{array} \text { as } n \rightarrow \infty .\right.
$$

Then, we showed that the index of $p$-variation is $\frac{1}{H}$. However, for a semimartingale, the index must be either in $[0,1]$ or equal to 2 , i.e., $\frac{1}{H} \in[0,1] \cup\{2\}$. But since $H \in(0,1), H^{-1} \notin[0,1]$. Therefore, the fBm is a semimartingale only for $H=\frac{1}{2}$.
$V_{n, p}$ converges in probability to zero as $n$ tends to infinity if $p H>1$, and to infinity if $p H<1$. Consider the following two cases:
(i) If $H<\frac{1}{2}$, we can choose $p>2$ such that $p H<1$, and we obtain that the $p$-variation of fBm (defined as the limit in probability $\lim _{n \rightarrow \infty} V_{n, p}$ ) is infinite. Hence, the quadratic variation $(\mathrm{p}=2)$ is also infinite.
(ii) If $H>\frac{1}{2}$, we can choose $p$ such that $\frac{1}{H}<p<2$. Then, the $p$-variation is zero, and as a consequence, the quadratic variation is also zero. On the other hand, if we choose $p$ such that $1<p<\frac{1}{H}$ we deduce that the total variation is infinite.

Therefore, we have proved that for $H \neq \frac{1}{2} \mathrm{fBm}$ cannot be a semimartingale. In the paper [13], Cheridito has introduced the notion of the weak semimartingale as a
stochastic process $\left\{X_{t}, t \geq 0\right\}$ such that for each $T>0$, the set of random variables

$$
\left\{\sum_{j=1}^{n} f_{i}\left(B_{t_{i}}^{(H)}-B_{t_{i-1}}^{(H)}\right), n \geq 1,0 \leq t_{0}<\ldots<t_{n} \leq T,\left|f_{i}\right| \leq 1, f_{i} \text { is } \mathcal{F}_{t_{i-1}}^{X}-\text { mesurable }\right\}
$$

is bounded in $L^{0}$, where for each $t \geq 0, \mathcal{F}_{t}^{X}$ is the $\sigma$-field generated by the random variables $\left\{X_{s}, 0 \leq s \leq t\right\}$. It is important to remark that this $\sigma$-field is not completed with the null sets. Then, in [13] it is proved that fBm is not a weak semimartingale if $H \neq \frac{1}{2}$.

### 2.1.5 Generalized Stieltjes integral

Let $\alpha \in\left(0, \frac{1}{2}\right)$. For any measurable function $f:[0, T] \rightarrow \mathbb{R}$ we introduce the following notation

$$
\begin{equation*}
\|f\|_{\alpha}:=|f(t)|+\int_{0}^{t} \frac{|f(t)-f(s)|}{(t-s)^{\alpha+1}} d s \tag{2.2}
\end{equation*}
$$

Denote by $W^{\alpha, \infty}$ the space of measurable functions $f:[0, T] \rightarrow \mathbb{R}$ such that

$$
\begin{equation*}
\|f\|_{\alpha, \infty}:=\sup _{t \in[0, T]}\|f(t)\|_{\alpha}<\infty \tag{2.3}
\end{equation*}
$$

An equivalent norm can be defined by

$$
\begin{equation*}
\|f\|_{\alpha, \mu}:=\sup _{t \in[0, T]} e^{-\mu t}\left(|f(t)|+\int_{0}^{t} \frac{|f(t)-f(s)|}{(t-s)^{\alpha+1}} d s\right), \quad \mu \geq 0 \tag{2.4}
\end{equation*}
$$

Note that for any $\epsilon,(0<\epsilon<\alpha)$, we have the inclusions

$$
\mathcal{C}^{\alpha+\epsilon}([0, T] ; \mathbb{R}) \subset W^{\alpha, \infty}([0, T] ; \mathbb{R}) \subset \mathcal{C}^{\alpha-\epsilon}([0, T] ; \mathbb{R})
$$

In particular, both the fractional Brownian motion $B^{H}$, with $H>\frac{1}{2}$, and the standard Brownian motion $W$, have their trajectories in $W^{\alpha, \infty}$. We refer the reader to ([27], [45]) for further details on this topics. We denote by $W_{T}^{1-\alpha, \infty}([0, T] ; \mathbb{R})$ the space of continuous functions $g:[0, T] \rightarrow \mathbb{R}$ such that

$$
\|g\|_{1-\alpha, \infty, T}:=\sup _{0<s<t<T}\left(\frac{|g(t)-g(s)|}{(t-s)^{1-\alpha}}+\int_{s}^{t} \frac{|g(y)-g(s)|}{(y-s)^{2-\alpha}} d y\right)<\infty
$$

Clearly, for all $\epsilon>0$ we have

$$
\mathcal{C}^{1-\alpha+\epsilon}([0, T] ; \mathbb{R}) \subset W_{T}^{1-\alpha, \infty}([0, T] ; \mathbb{R}) \subset \mathcal{C}^{1-\alpha}([0, T] ; \mathbb{R})
$$

Denote

$$
\Lambda_{\alpha}(g ;[0, T])=\frac{1}{\Gamma(1-\alpha)} \sup _{0<s<t<T}\left|\left(D_{t^{-}}^{1-\alpha} g_{t^{-}}\right)(s)\right|
$$

where $\Gamma(\alpha)=\int_{0}^{\infty} r^{\alpha-1} e^{-r} d r$ is the Euler function and

$$
\left(D_{t^{-}}^{1-\alpha} g_{t^{-}}\right)(s)=\frac{e^{i \pi(1-\alpha)}}{\Gamma(\alpha)}\left(\frac{g(s)-g(t)}{(t-s)^{1-\alpha}}+(1-\alpha) \int_{s}^{t} \frac{g(s)-g(y)}{(y-s)^{2-\alpha}} d y\right) \mathbf{1}_{(0, t)}(s) .
$$

We also define the space $W^{\alpha, 1}([0, T] ; \mathbb{R})$ of measurable functions $f$ on $[0, T]$ such that

$$
\|f\|_{\alpha, 1 ;[0, T]}=\int_{0}^{T}\left[\frac{|f(t)|}{t^{\alpha}}+\int_{0}^{t} \frac{|f(t)-f(y)|}{(t-y)^{\alpha+1}} d y\right] d t<\infty .
$$

We have $W^{\alpha, \infty}([0, T] ; \mathbb{R}) \subset W^{\alpha, 1}([0, T] ; \mathbb{R})$ and $\|f\|_{\alpha, 1 ;[0, T]} \leq\left(T+\frac{T^{1-\alpha}}{1-\alpha}\right)\|f\|_{\alpha, \infty ;[0, T]}$.

In [43], Zähle introduced the generalized Stieltjes integral as follows.
Definition 2.1. The generalized (fractional) Stieltjes integral $\int_{0}^{T} f(x) d g(x)$ is defined in terms of the fractional derivative operators

$$
\left(D_{0+}^{\alpha} f\right)(t)=\frac{1}{\Gamma(1-\alpha)}\left(\frac{f(t)}{t^{\alpha}}+\alpha \int_{0}^{t} \frac{f(t)-f(y)}{(t-y)^{\alpha+1}} d y\right) \mathbf{1}_{(0, T)}(t)
$$

and

$$
\left(D_{T_{-}}^{1-\alpha} g_{T_{-}}\right)(t)=\frac{e^{-i \pi \alpha}}{\Gamma(\alpha)}\left(\frac{g_{T-}(t)}{(T-t)^{1-\alpha}}+(1-\alpha) \int_{t}^{T} \frac{g_{T-}(t)-g_{T-}(y)}{(y-t)^{2+\alpha}} d y\right) \mathbf{1}_{(0, T)}(t)
$$

as

$$
\begin{equation*}
\int_{0}^{T} f(x) d g(x):=(-1)^{\alpha} \int_{0}^{T}\left(D_{0_{+}}^{\alpha} f\right)(t)\left(D_{T_{-}}^{1-\alpha} g_{T_{-}}\right)(t) d t \tag{2.5}
\end{equation*}
$$

The following proposition is the estimate of the generalized Stieltjes integral.
Proposition 2.1.4. ([45]). Fix $0<\alpha<\frac{1}{2}$. There are two functions $g \in W_{T}^{1-\alpha, \infty}(0, T)$ and $f \in W^{\alpha, 1}(0, T)$; we set

$$
G_{s}^{t}(f)=\int_{s}^{t} f_{r} d g_{r}
$$

Then, for all $r<t \leq T$ we have

$$
\begin{align*}
\left|\int_{s}^{t} f_{r} d g_{r}\right| & \leq \sup _{s \leq r<\tau \leq t}\left|\left(D_{\tau-}^{1-\alpha} g_{\tau-}\right)(r)\right| \int_{s}^{t}\left|\left(D_{\tau-}^{\alpha} g_{s+}\right)(\tau)\right| d \tau \\
& \leq \Lambda_{\alpha}(g,[s, t])\|f\|_{\alpha, 1 ;[0, T]}  \tag{2.6}\\
& \leq c_{\alpha, T} \Lambda_{\alpha}(g,[s, t])\|f\|_{\alpha, \infty},
\end{align*}
$$

$c_{\alpha, T}=\left(T+\frac{T^{1-\alpha}}{1-\alpha}\right)$.
As follows from [59], for any $1-H<\alpha<1$, we can define the integral w.r.t. the fBm according to (2.5).

Definition 2.2. ([46]). The integral with respect to the $f B m$ is defined as

$$
\begin{equation*}
\int_{0}^{T} f d B^{H}:=(-1)^{\alpha} \int_{0}^{T}\left(D_{0_{+}}^{\alpha} f\right)(t)\left(D_{T_{-}}^{1-\alpha} B_{T_{-}}^{H}\right)(t) d t \tag{2.7}
\end{equation*}
$$

### 2.1.6 Lack of Markov property

Theorem 2.1. Let $B^{H}$ be a fractional Brownian motion of Hurst index $H \in(0,1)$ $\left\{\frac{1}{2}\right\}$. Then, $B^{H}$ is not a Markov process.

Since the fBm is a Gaussian centered process, we need the next lemma to prove this result.

Lemma 2.1.1. If $X$ is a Gaussian centered Markovian process, then for all $s<t<u$

$$
\mathbb{E}\left(X_{t} X_{s}\right) \mathbb{E}\left(X_{t} X_{u}\right)=\mathbb{E}\left(X_{t} X_{t}\right) \mathbb{E}\left(X_{u} X_{s}\right)
$$

Proof. Note that $R_{s t}=\operatorname{cov}\left(X_{s}, X_{t}\right)$. Since $X$ is a Markov process, then $\forall s<t<u$

$$
\mathbb{E}\left(X_{u} / X_{t}, X_{s}\right)=\mathbb{E}\left(X_{u} / X_{t}\right)=\mathbb{E}\left(X_{u}\right)+\frac{\operatorname{cov}\left(X_{t}, X_{u}\right)}{\operatorname{var}\left(X_{t}\right)}\left(X_{t}-\mathbb{E}\left(X_{t}\right)\right)
$$

Therefore,

$$
\left\{\begin{array}{l}
\mathbb{E}\left(X_{u} / X_{t}\right)=\frac{R_{u t}}{R_{t t}} X_{t} \\
\mathbb{E}\left(X_{u} / X_{t}, X_{s}\right)=\mathbb{E}\left(X_{u}\right)+\theta_{u v} \theta_{v}^{-1}(v-\mathbb{E}(v))
\end{array}\right.
$$

where $v=\binom{X_{t}}{X_{s}}$ and $\theta_{u v}=\mathbb{E}\left[X_{u} v^{t}\right], \theta_{v}=\mathbb{E}\left(v^{t} v\right)$
We have that,

$$
\begin{aligned}
& \theta_{u v}=\left(R_{u t} R_{u s}\right) \text { and } \theta_{v}=\left(\begin{array}{cc}
R_{t t} & R_{t s} \\
R_{s t} & R_{s s}
\end{array}\right) \\
& \theta_{v}^{-1} v=\frac{1}{R_{t t} R_{s s}-R_{t s}^{2}}\binom{R_{s s} X_{t}-R_{t s} X_{s}}{R_{t t} X_{s}-R_{s t} X_{t}}
\end{aligned}
$$

We observe that,

$$
\begin{aligned}
\mathbb{E}\left(X_{u} / X_{t}, X_{s}\right) & =\theta_{u v} \theta_{v}^{-1} v \\
& =\frac{1}{R_{t t} R_{s s}-R_{t s}^{2}}\left(R_{u t} R_{s s} X_{t}-R_{u t} R_{t s} X_{s}-R_{u s} R_{s t} X_{t}+R_{u s} R_{t t} X_{s}\right)
\end{aligned}
$$

Hence, $\mathbb{E}\left(X_{u} / X_{t}, X_{s}\right)=\mathbb{E}\left(X_{u} / X_{t}\right)$ we have

$$
\frac{R_{u t}}{R_{t t}} X_{t}=\frac{1}{R_{t t} R_{s s}-R_{t s}^{2}}\left(R_{u t} R_{s s} X_{t}-R_{u t} R_{t s} X_{s}-R_{u s} R_{s t} X_{t}+R_{u s} R_{t t} X_{s}\right)
$$

Moreover,

$$
X_{t}\left(R_{t t} R_{u t} R_{s s}-R_{t t} R_{u t} R_{s s}-R_{u t} R_{s t}^{2}+R_{t t} R_{u s} R_{s t}\right)+X_{s}\left(R_{t t} R_{u t} R_{s t}-R_{t t}^{2} R_{u s}\right)=0
$$

$$
R_{s t} X_{t}\left(R_{t t} R_{u s}-R_{u t} R_{s t}\right)-R_{t t} X_{s}\left(R_{t t} R_{u s}-R_{u t} R_{s t}\right)=0
$$

or,

$$
\left(R_{t t} R_{u s}-R_{u t} R_{s t}\right)\left(R_{s t} X_{t}-R_{t t} X_{s}\right)=0
$$

then,

$$
R_{t t} R_{u s}-R_{u t} R_{s t}=0
$$

which is the result.

Proof of theorem 2.1 We proceed by contradiction. Assume that $B^{H}$ is a Markov process. Since it is a Gaussian process as well, by the previous lemma we have, for $s=1<t=2<u=3$

$$
\mathbb{E}\left(B_{1}^{H} B_{2}^{H}\right) \mathbb{E}\left(B_{2}^{H} B_{3}^{H}\right)=\mathbb{E}\left(B_{2}^{H} B_{2}^{H}\right) \mathbb{E}\left(B_{1}^{H} B_{3}^{H}\right)
$$

so,

$$
\begin{gathered}
\frac{1}{4}\left(1+2^{2 H}-1\right)\left(2^{2 H}+3^{2 H}-1\right)=2^{2 H} \frac{1}{2}\left(1+3^{2 H}-2^{2 H}\right) \\
2^{2 H}\left(2^{2 H}+3^{2 H}-1\right)=2^{2 H}\left[2\left(1+3^{2 H}-2^{2 H}\right)\right]
\end{gathered}
$$

by differentiating

$$
\begin{aligned}
& 3+3^{2 H}+3\left(2^{2 H}\right)=0 \\
& 1+3^{2 H-1}+2^{2 H}=0
\end{aligned}
$$

we deduce that, $1+3^{2 H-1}+2^{2 H}=0$ only if $H=\frac{1}{2}$ which leads to a contradiction.

### 2.1.7 Long and short-range dependence

The Process with long-range dependence has many applications, such as in telecommunication especially in the internet traffic problems. Basically, the notion of longrange dependence is that the variance of the sum of a stationary sequence grows non-linearly with respect to $n$.

Definition 2.3. A stationary sequence $\left(X_{n}\right)_{n \in \mathbb{N}}$ exhibits a long-range dependence if $\rho(n)=\operatorname{cov}\left(X_{k}, X_{k+n}\right)$ satisfies

$$
\lim _{n \rightarrow \infty} \frac{\rho(n)}{c n^{-\alpha}}=1
$$

for $\alpha \in(0,1)$ and some constant $c$.
Remark 2.1. If a stationary sequence $\left(X_{n}\right)_{n \in \mathbb{N}}$ is long-range dependent, then the dependence between $X_{k}$ and $X_{k+1}$ decays slowly as $n$ tends to infinity and $\sum_{n=1}^{\infty} \rho(n)=$ $\infty$.

Proposition 2.1.5. The fBm is one of the simplest processes which exhibit longrange dependency.

Proof. Let us consider its increments

$$
X_{k}=B_{k}^{H}-B_{k-1}^{H}, \quad X_{k+1}=B_{k+n}^{H}-B_{k+n-1}^{H} .
$$

Since the fBm is centered, then

$$
\begin{aligned}
\rho(n) & =\mathbb{E}\left(X_{k}, X_{k+n}\right)=\mathbb{E}\left[\left(B_{k}^{H}-B_{k-1}^{H}\right)\left(B_{k+n}^{H}-B_{k+n-1}^{H}\right)\right] \\
& =\mathbb{E}\left[\left(B_{n+1}^{H}-B_{n}^{H}\right) B_{1}^{H}\right]=\mathbb{E}\left(B_{n+1}^{H} B_{1}^{H}\right)-\mathbb{E}\left(B_{n}^{H} B_{1}^{H}\right) \\
& =\frac{1}{2}\left[(n+1)^{2 H}-2 n^{2 H}+(n-1)^{2 H}\right] \\
& =\frac{1}{2} n^{2 H}\left[\left(1+\frac{1}{n}\right)^{2 H}-2+\left(1-\frac{1}{n}\right)^{2 H}\right] \\
& =\frac{n^{2 H}}{2}\left[1+\frac{2 H}{n}+\frac{H(2 H-1)}{n^{2}}-2+1-\frac{2 H}{n}+\frac{H(2 H-1)}{n^{2}}+o\left(\frac{1}{n^{2}}\right)\right] \\
& =H(2 H-1) n^{2 H-2}+o\left(n^{2 H-2}\right)
\end{aligned}
$$

It follows that for $H>\frac{1}{2}$, we have

$$
\rho(n)>0 \text { and } \sum_{n} \rho(n)=\infty .
$$

and for $H<\frac{1}{2}$, we have

$$
\rho(n)<0 \text { and } \sum_{n} \rho(n)<\infty .
$$

Therefore, we say that the fBm has a long-range dependence property if and only if $H>\frac{1}{2}$ and for the other case, it has a short-range dependence.

### 2.2 General construction of the space of integrands using integral representation

In this section, we will explain the reasoning we adopt to construct suitable spaces of integrands in order to have a well-defined integral. Note that it is a heuristic approach; recall that we can represent an fBm by an integral over $\mathbf{T}$ of a kernel with respect to the Brownian motion. Since the fBm is a particular case of the so-called Volterra process, we say that $X_{t}$ is a Volterra process, if we can write

$$
X_{t}=\int_{0}^{t} K(t, s) d B_{s}
$$

where $K$ is the Volterra kernel and $B$ is a Brownian motion.(see [7] and [31]). Now let us focus on the fBm , which can be represented by

$$
\left(B_{t}^{(H)}\right)_{t \in \mathbf{T}} \equiv\left(\int_{\mathbf{T}} k_{H}(t, s) d B_{s}\right)_{t \in \mathbf{T}}
$$

with $k_{H}(t, s)=\mathbf{k}_{H} \mathbf{1}_{[0, t)}(s)$ where the kernel is in fact the image of the indicator function through the operator $\mathbf{k}_{H}$. Without going deeply in the theory of operator, it is in fact the Hilbert-Schmidt operator. Thus, heuristically,

$$
I^{H}(f) \equiv \int_{\mathbf{T}} \mathbf{k}_{H} f(s) d B_{s}
$$

So, to get it well defined, we must have as a space of integrands

$$
\mathcal{S}^{H}=\left\{f: \int_{\mathbf{T}}\left(\mathbf{k}_{H} f(s)\right)^{2} d s<\infty\right\}
$$

2.2 General construction of the space of integrands using integral representation
with a satisfying inner product,

$$
\langle f, g\rangle_{\mathcal{S}^{H}}=\mathbb{E}\left(I^{H}(f) I^{H}(f)\right)
$$

This is the general construction in [52] for the case $\mathbf{T}=\mathbb{R}$ and [51] for the case $\mathbf{T}=[0, T]$. Besides, as we shall see, for example in subsection 10.5.4 in [40], even if the approach is different, we will use this idea to construct the integral.

## Riemann-Stieltjes integral

Riemann-Stieltjes integral is an important notion to understand the stochastic integration. But first, let us recall the basic Riemann integral.

Definition 2.4. Let $f: \mathbb{R} \rightarrow \mathbb{R}$ be continuous. We define the Riemann integral over $[a, b] \subset \mathbb{R}$ by

$$
\int_{a}^{b} f(t) d t=\lim _{\left\|\Delta_{n}\right\| \rightarrow 0} \sum_{i=1}^{n} f\left(\tau_{i}\right)\left(t_{i}-t_{i-1}\right)
$$

if the limit exists, where $\Delta_{n}=\left\{t_{0}, t_{1}, \ldots, t_{n}\right\}$ is a partition of $[a, b]$ such that $a=t_{0}<$ $t_{1}<\ldots<t_{n-1}<t_{n}=b,\left\|\Delta_{n}\right\|=\max _{1 \leq i \leq n}\left(t_{i}-t_{i-1}\right)$ and $\tau_{i}$ is an evaluation point in the interval $\left[t_{i-1}, t_{i}\right]$.

Definition 2.5. The $p$-variation of a function $f:[a, b] \rightarrow \mathbb{R}$ is defined as

$$
\sum_{i=1}^{n}\left(f\left(t_{k}^{n}\right)-f\left(t_{k-1}^{n}\right)\right)^{p}
$$

if the limit exists, where $\Delta_{n}=\left\{t_{0}, t_{1}, \ldots, t_{n}\right\}$ is a partition of $[a, b]$ and the mesh goes to 0 as $n \rightarrow \infty$.

Definition 2.6. A function of a bounded variation is a function $g:[a, b] \rightarrow \mathbb{R}$ such that $\forall t>0$,

$$
\sup _{\pi \in \mathcal{P}} \sum_{i=1}^{n P}\left|g\left(t_{i}\right)-g\left(t_{i-1}\right)\right|<\infty,
$$

where the supremum is taken over the set $\mathcal{P}=\left\{\pi=\left\{t_{0}, \ldots, t_{n P}\right\}, \pi\right.$ is a partition of $[a, b]\}$.
We denote by $B V$ the set of functions of the bounded variations.
Definition 2.7. Let $f:[a, b] \rightarrow \mathbb{R}$ be continuous and $g:[a, b] \rightarrow \mathbb{R}$ be a function of a bounded variation. We define the Riemann-Stieltjes integral as follows:

$$
\int_{a}^{b} f(t) d g(t)=\lim _{\left\|\Delta_{n}\right\| \rightarrow 0} \sum_{i=1}^{n} f\left(\tau_{i}\right)\left(g\left(t_{i}\right)-g\left(t_{i-1}\right)\right),
$$

if the limit exists, where $\Delta_{n}=\left\{t_{0}, t_{1}, \ldots, t_{n}\right\}$ is a partition of $[a, b]$ and the mesh goes to 0 as $n \rightarrow \infty$.

Remark 2.2. Note that if $g(t)=t$, then the Riemann-Stieltjes integral is the Riemann integral.

Proposition 2.2.1. [62] If $f$ is continuous and $g \in \mathcal{C}^{1}$, then

$$
\int_{a}^{b} f(t) d g(t)=\int_{a}^{b} f(t) g^{\prime}(t) d t
$$

and if $f, g \in B V$ then

$$
\begin{equation*}
\int_{a}^{b} f(t) d g(t)=f(b) g(b)-f(a) g(a)-\int_{a}^{b} g(t) d f(t) \tag{2.8}
\end{equation*}
$$

## Wiener integral

The Wiener integral is an integral where we have deterministic integrands and a Gaussian process as an integrator. It generalizes the theory of Riemann-Stieltjes integral. Let us define the integral:

$$
\begin{equation*}
I(f)=\int_{a}^{b} f(t) d B_{t}^{H} \tag{2.9}
\end{equation*}
$$

In fact, we could think of applying the integration by parts of the formula of the Riemann-Stieltjes integral (2.8), and obtain

$$
\begin{equation*}
\int_{a}^{b} f(t) d B_{t}^{H}=f(b) B_{b}^{H}-f(a) B_{a}^{H}-\int_{a}^{b} B_{t}^{H} d f(t) \tag{2.10}
\end{equation*}
$$

where the integrals are Riemann-Stieltjes integrals. But the problem is, as we saw, that $B_{t}^{H} \notin B V$. Hence, the equation (2.10) is not well defined as a Riemann-Stieltjes integral in this case. Therefore, we need a new approach to define the integral (2.9): the so-called Wiener integral.

### 2.2.1 Construction of the Wiener integral w.r.t FBm

The basic idea is to extend the isometry map from the set of step functions $\mathcal{E}$ into the space $L^{2}(\Omega)$ generated by the integrator, to an isometry defined on a larger space of integrands, usually noted $\tilde{\mathcal{H}}$ and such that $\overline{\mathcal{E}}=\tilde{\mathcal{H}}$. Let us recall that the Wiener integral (w.r.t. a Gaussian process) of a function $f \in \mathcal{H}$ is a random variable. More explicitly, it is a centered Gaussian random variable. With variance $\int_{T} f(t)^{2} d t$ in the case of a standard Brownian motion. Therefore, the Wiener integral generates a Gaussian space. Let us denote this subspace of $L^{2}\left(\Omega, \mathcal{F}^{(Z)},\left(\mathcal{F}_{t}^{(Z)}\right)_{t \in T}, \mathbb{P}^{Z}\right)$ by $\overline{S_{P}(Z)}$ (Note that if $f \in \mathcal{E}, \int_{T} f(t) d Z_{t}$ generates $S_{P}(Z)$.) In our case, we take the Gaussian process $Z=B^{(H)}$, as an fBm, so we obtain $\overline{S_{P}(Z)}=\overline{S_{P T}\left(B^{(H)}\right)} \subset$ $L^{2}\left(\Omega, \mathcal{F}^{(H)},\left(\mathcal{F}_{t}^{(H)}\right)_{t \in T}, \mathbb{P}^{H}\right)$.

### 2.3 Russo-Vallois integral

Definition 2.8. Let $X, Y$ be two real continuous processes defined on $[0, T]$. The symmetric integral (in the sense of Russo-Vallois) is defined by

$$
\begin{equation*}
\int_{0}^{T} Y_{u} d^{\circ} X_{u}=\mathbb{P}-\lim _{\varepsilon \rightarrow 0} \int_{0}^{T} \frac{Y_{u+\varepsilon}+Y_{u}}{2} \frac{X_{u+\varepsilon}-X_{u}}{\varepsilon} d u \tag{2.11}
\end{equation*}
$$

provided that the limit exists and with the convention that $Y_{t}=Y_{T}$ and $X_{t}=X_{T}$ when $t>T$.

Theorem 2.2. ([26], page793) The symmetric integral $\int_{0}^{T} f\left(B_{u}^{H}\right) d^{\circ} B_{u}^{H}$ exists for any $f: \mathbb{R} \rightarrow \mathbb{R}$ of class $C^{5}$ if and only if $H \in\left(\frac{1}{6}, 1\right)$. In this case, we have, for any
primitive $F$ of $f$ :

$$
F\left(B_{T}^{H}\right)=F(0)+\int_{0}^{T} f\left(B_{u}^{H}\right) d^{\circ} B_{u}^{H}
$$

When $H \leq 1 / 6$, one can consider the so-called m-order Newton-Côtes integral:
Definition 2.9. Let $f: \mathbb{R} \rightarrow \mathbb{R}$ be a continuous function, let $X, Y$ be two continuous processes on $[0, T]$ and let $m \geq 1$ be an integer. The $m$-order Newton-Côtes integral (in the sense of Russo-Vallois) of $f(Y)$ with respect to $X$ is defined by

$$
\int_{0}^{T} f\left(Y_{u}\right) d^{N C, m} X_{u}=\mathbb{P}-\lim _{\varepsilon \rightarrow 0}-\int_{0}^{T}\left(\int_{0}^{1} f\left(Y_{s}+\beta\left(Y_{s+\varepsilon}-Y_{s}\right)\right) \mu_{m}(d \beta)\right) \frac{X_{u+\varepsilon}-X_{u}}{\varepsilon} d u
$$

provided that the limit exists and with the same convention above with $\mu_{1}=\frac{1}{2}\left(\delta_{0}+\delta_{1}\right)$ and, for $m \geq 2$,

$$
\mu_{m}=\sum_{j=0}^{2(m-1)}\left(\int_{0}^{1} \prod_{j \neq k} \frac{2(m-1) u-k}{j-k} d u\right) \delta_{\frac{j}{(2 m-2)}},
$$

$\delta$ being the Dirac measure.
Theorem 2.3. ([26], page793) Let $m \geq 1$ be an integer. The m-order Newton-Côtes integral $\int_{0}^{T} f\left(B_{u}^{H}\right) d^{N C, m} B_{u}^{H}$ exists for any $f: \mathbb{R} \rightarrow \mathbb{R}$ of class $C^{4 m+1}$ if and only if $H \in\left(\frac{1}{4 m+2}, 1\right)$. In this case, we have for any primitive $F$ of $f$ :

$$
F\left(B_{T}^{H}\right)=F(0)+\int_{0}^{T} f\left(B_{u}^{H}\right) d^{N C, m} B_{u}^{H}
$$

### 2.4 Skorohod integral

In this section, we focus on the Skorohod integral. This stochastic integral, introduced for the first time by A. Skorohod in 1975, may be regarded as an extension of the Itô's integral to integrands that are not necessarily $\mathbb{F}$-adapted. The Skorohod integral is also connected to the Malliavin derivative, which is introduced with full details in [49, Chap. 3].

Let $u=u(t, \omega), t \in[0, T], \omega \in \Omega$, be a measurable stochastic process such that, for all $t \in[0, T], u(t)$ is a $\mathcal{F}_{T}$-measurable random variable and

$$
\mathbb{E}\left[u^{2}(t)\right]<\infty
$$

Then, for each $t \in[0, T]$, we can apply the Wiener-Itô's chaos expansion to the random variable $u(t)=u(t, \omega), \omega \in \Omega$, and thus there exist symmetric functions $f_{n, t}=f_{n, t}\left(t_{1}, \ldots, t_{n}\right),\left(t_{1}, \ldots, t_{n}\right) \in[0, T]^{n}$, in $\tilde{L}^{2}\left([0, T]^{n}\right), n=1,2, \ldots$, such that

$$
u(t)=\sum_{n=0}^{\infty} I_{n}\left(f_{n, t}\right),
$$

where

$$
I_{n}(f)=\int_{[0, T]^{n}} f\left(t_{1}, \ldots, t_{n}\right) d W\left(t_{1}\right) \ldots d W(t(n)
$$

$\left(W_{t}\right)_{t \in[0, T]}$ is a Wiener process and $f \in \tilde{L}^{2}\left([0, T]^{n}\right)$, and the convergence takes place in $L^{2}(\mathbb{P})$. Moreover, we have the isometry

$$
\begin{equation*}
\|u\|_{L^{2}(\mathbb{P})}^{2}=\sum_{n=0}^{\infty} n!\left\|f_{n}\right\|_{L^{2}\left([0, T]^{n}\right)}^{2} . \tag{2.12}
\end{equation*}
$$

For more details see [49]. Note that the functions $f_{n, t}, n=1,2, \ldots$, depend on the parameter $t \in[0, T]$, and so we can write

$$
f_{n}\left(t_{1}, \ldots, t_{n}, t_{n+1}\right)=f_{n}\left(t_{1}, \ldots, t_{n}, t\right):=f_{n, t}\left(t_{1}, \ldots, t_{n}\right)
$$

and we may regard $f_{n}$ as a function of $n+1$ variables. Since this function is symmetric with respect to its first $n$ variables, its symmetrization $\tilde{f}_{n}$ is given by
$\tilde{f}_{n}\left(t_{1}, \ldots, t_{n+1}\right)=\frac{1}{n+1}\left[f_{n}\left(t_{1}, \ldots, t_{n+1}\right)+f_{n}\left(t_{2}, \ldots, t_{n+1}, t_{1}\right)+\ldots+f_{n}\left(t_{1}, \ldots, t_{n-1}, t_{n+1}, t_{n}\right)\right]$

Definition 2.10. Let $u(t), t \in[0, T]$, be a measurable stochastic process such that for all $t \in[0, T]$ the random variable $u(t)$ is $\mathcal{F}_{T}$-measurable and $\mathbb{E}\left[u^{2}(t)\right]<\infty$. Let its Wiener-Itô's chaos expansion be

$$
u(t)=\sum_{n=0}^{\infty} I_{n}\left(f_{n, t}\right)=\sum_{n=0}^{\infty} I_{n}\left(f_{n}(., t)\right) .
$$

Then, we define the Skorohod integral of $u$ by

$$
\delta(u)=\int_{0}^{T} u(t) \delta W(t)=\sum_{n=0}^{\infty} I_{n+1}\left(\tilde{f}_{n}\right)
$$

when the sum is convergent in $L^{2}(\mathbb{P})$. Here $\tilde{f}_{n}, n=1,2, \ldots$, are the symmetric functions (2.13) derived from $f_{n}(., t), \quad n=1,2, \ldots$ We say that $u$ is a Skorohod integrable, and we write $u \in \operatorname{Dom}(\delta)$ if the series $\delta(u)$ converges in $L^{2}(\mathbb{P})$.

Remark 2.3. By (2.12) a stochastic process $u$ belongs to $\operatorname{Dom}(\delta)$ if and only if

$$
\mathbb{E}\left[\delta(u)^{2}\right]=\sum_{n=0}^{\infty}(n+1)!\left\|f_{n}\right\|_{L^{2}\left([0, T]^{n+1}\right)}^{2}<\infty
$$

### 2.4.1 The Skorohod integral for fBm

The stochastic Integrals with respect to fBm were defined mostly for deterministic or linear integrands, but in other cases it was much more complicated to establish such integral, since the path regularity of the fBM varies with the Hurst parameter $H$. In particular, if $H>\frac{1}{2}$, then the paths of $B^{H}$ are essentially $\alpha$-Hölder continuous for all $\alpha<H$, hence a pathwise stochastic integral approach is quite effective likewise Young (see [54]). In the general case, especially when $H<\frac{1}{2}$, the path of fBm becomes rather "rough" and the pathwise approach for stochastic integrals; therefore other definitions of stochastic integrals have been introduced. The most notable is the divergence-type integration (or Skorohod integral), which is based on the idea of Malliavin calculus (see for example [49, 30, 64]). For this case we briefly introduce Malliavin derivative with respect to certain Gaussian processes; in particular, for
fractional Brownian motion.
Let $W$ be a standard Brownian motion and assume $G=\left(G_{t}\right)_{t \in[0, T]}$ is a continuous centred Gaussian process of the form

$$
\begin{equation*}
G_{t}=\int_{0}^{t} K(t, s) d W_{s} \tag{2.14}
\end{equation*}
$$

where the kernel $K$ satisfies $\sup _{t \in[0, T]} \int_{0}^{t} K(t, s)^{2} d s<\infty$. In particular, the fractional Brownian motion is of this form by representation (3.14). First we recall some definitions.

Definition 2.11. We denote by $\mathcal{E}_{G}$ the set of simple random variables of the form

$$
F=\sum_{k=1}^{n} a_{k} G_{t_{k}}
$$

where $n \in \mathbb{N}, a_{k} \in \mathbb{R}$ and $t_{k} \in[0, T]$ for $k=1, \ldots, n$.
Definition 2.12. The Gaussian space $\mathcal{H}_{1}$ associated to $G$ is the closure of $\mathcal{E}_{G}$ in $L^{2}(\Omega)$.

Definition 2.13. The reproducing Hilbert space $\mathcal{H}_{G}$ of $G$ is the closure of $\mathcal{E}_{G}$ with respect to the inner product

$$
\left\langle\mathbb{1}_{[0, t]}, \mathbb{1}_{[0, s]}\right\rangle_{\mathcal{H}}=R_{G}(t, s) .
$$

In what follows, we will drop $G$ in the notation.

The mapping $\mathbb{1}_{[0, t]} \rightarrow G_{t}$ can be extended to an isometry between the Hilbert space $\mathcal{H}$ and the Gaussian space $\mathcal{H}_{1}$. The image of $\varphi \in \mathcal{H}$ in this isometry is denoted by $G(\varphi)$. In particular, we have $G\left(\mathbb{1}_{[0, t]}\right)=G_{t}$.

Definition 2.14. Denote by $\mathcal{S}$ the space of all smooth random variables of the form

$$
F=f\left(G\left(\varphi_{1}\right), \ldots, G\left(\varphi_{n}\right)\right), \quad \varphi_{1}, \ldots, \varphi_{n} \in \mathcal{H}
$$

where $f \in C_{b}^{\infty}\left(\mathbb{R}^{n}\right)$ i.e. $f$ and all its derivatives are bounded. The Malliavin derivative $D=D(G)$ of $F$ is an element of $L^{2}(\Omega, \mathcal{H})$ defined by

$$
D F=\sum_{i=1}^{n} \partial_{i} f\left(G\left(\varphi_{1}\right), \ldots, G\left(\varphi_{n}\right)\right) \varphi_{i}
$$

In particular, $D G_{t}=\mathbb{1}_{[0, t]}$.
Definition 2.15. We denote $\mathbb{D}_{G}^{1,2}=\mathbb{D}^{1,2}$ be the Hilbert space of all square integrable Malliavin derivative random variables defined as the closure of $\mathcal{S}$ with respect to the norm

$$
\|F\|_{1,2}^{2}=\mathbb{E}|F|^{2}+\mathbb{E}\left(\|D F\|_{\mathcal{H}}^{2}\right) .
$$

Now we are ready to define the divergence operator $\delta$ as the adjoint operator of the Malliavin derivative $D$.

Definition 2.16. The domain Dom $\delta$ of the operator $\delta$ is the set of random variables $u \in L^{2}(\Omega, \mathcal{H})$ satisfying

$$
\left|\mathbb{E}\left(\langle D F, u\rangle_{\mathcal{H}}\right)\right| \leq c_{u}\|F\|_{L^{2}}
$$

for any $F \in \mathbb{D}^{1,2}$ and some constant $c_{u}$ depending only on $u$. For $u \in \operatorname{Dom} \delta$ the divergence operator $\delta(u)$ is a square integrable random variable defined by the duality relation

$$
\mathbb{E}(F \delta(u))=\mathbb{E}\left(\langle D F, u\rangle_{\mathcal{H}}\right), \quad \forall F \in \mathbb{D}^{1,2}
$$

for any $F \in \mathbb{D}^{1,2}$.
We use the notation

$$
\delta(u)=\int_{0}^{T} u_{s} \delta G_{s}
$$

Recall now the special form of $G$ given by (2.14) which is clearly the fractional Brownian motion, and define a linear operator $K^{*}$ from $\mathcal{E}$ to $L^{2}[0, T]$ by

$$
\left(K^{*} \varphi\right)(s)=\varphi(s) K(T, s)+\int_{s}^{T}[\varphi(t)-\varphi(s)] K(d t, s) .
$$

With the help of this operator according to [64], the Hilbert space $\mathcal{H}$ generated by $G$ can be represented as $\mathcal{H}=\left(K^{*}\right)^{-1}\left(L^{2}[0, T]\right)$. Furthermore, $\mathbb{D}_{G}^{1,2}(\mathcal{H})=\left(K^{*}\right)^{-1}\left(\mathbb{D}_{W}^{1,2}\left(L^{2}[0, T]\right)\right)$. Moreover, we can represent $\delta^{(G)}$ with $\delta^{(W)}$ by the relation

$$
\int_{0}^{t} u_{s} \delta G_{s}=\int_{0}^{t}(K u)_{s} \delta W_{s}
$$

provided that $K u \in \operatorname{Dom} \delta^{(W)}$.

## Chapter 3

## Stochastic integration for

## non-adapted processes with respect to fractional Brownian motion

This chapter is the subject of a publication in the thesis
Let $B(t)$ be a Brownian motion and let $\left\{\mathcal{F}_{t}\right\}$ be a filtration such that

- $B(t)$ is adapted to $\left\{\mathcal{F}_{t}\right\}$.
- $B(t)-B(s)$ and $\left\{\mathcal{F}_{t}\right\}$ are independent for $s \leq t$.

Suppose $f(t)$ is a stochastic process satisfying the following conditions:

1. $f(t)$ is adapted to $\left\{\mathcal{F}_{t}\right\}$,
2. $E \int_{a}^{b}|f(t)|^{2} d t<\infty$

Then, the Itô integral $\mathcal{I}=\int_{a}^{b} f(t) d B(t)$ is defined (see, e.g., Chapter 4 of the book [28]) and we have the equalities:

$$
E(\mathcal{I})=0, E\left(|\mathcal{I}|^{2}\right)=E \int_{a}^{b}|f(t)|^{2} d t
$$

Moreover, we have the next theorem (see, e.g., Theorems 4.6.1 and 4.6.2 in the book [28].)

Theorem 3.1. Let $f(t)$ be a stochastic process satisfying the above conditions (1) and (2). Then, the stochastic process

$$
X_{t}=\int_{a}^{t} f(s) d B(s), a \leq t \leq b
$$

is a continuous martingale.
More generally, suppose $f(t)$ is a stochastic process satisfying the following conditions:
(a) $f(t)$ is adapted to $\left\{\mathcal{F}_{t}\right\}$,
(b) $\int_{a}^{b}|f(t)|^{2} d t<\infty$ almost surely.

Then, the Itô integral $\int_{a}^{b} f(t) d B(t)$ is defined (see, e.g., Chapter 5 of the book [28]) and we have the next theorem (see, e.g., Theorems 5.5.2 and 5.5.5 in the book [28].)

Theorem 3.2. Let $f(t)$ be a stochastic process satisfying the above conditions (a) and (b). Then, the stochastic process

$$
X_{t}=\int_{a}^{t} f(s) d B(s), a \leq t \leq b
$$

is a continuous local martingale.

### 3.1 Itô's formula for fBm

In this section, we will show the Itô's formula for the indefinite Skorohod integral.
Theorem 3.3. [60] Let $f$ be a function of class $C^{2}(\mathbb{R})$. For each $t \in[0, T]$ the following formula holds

$$
f\left(B^{H}(t)\right)=f(0)+\int_{0}^{t} f^{\prime}\left(B^{H}(s)\right) \delta B^{H}(s)+H \int_{0}^{t} f^{\prime \prime}\left(B^{H}(s)\right) s^{2 H-1} d s
$$

### 3.2 Itô integral

Let us start with the simplest case of random integrands. For convenience, we will use $L_{a d}^{2}([a, b] \times \Omega)$ to denote the space of all stochastic processes $f(t, \omega), a \leq t \leq b, \omega \in \Omega$, satisfying the following conditions:
(1) $f(t, \omega)$ is adapted to the filtration $\left\{\mathcal{F}_{t}\right\}$
$(2) \int_{a}^{b} \mathbb{E}|f(t)|^{2} d t<\infty$. We will use Itô's original ideas to define the stochastic integral

$$
\begin{equation*}
\int_{a}^{b} f(t) d W(t) \tag{3.1}
\end{equation*}
$$

for $f \in L_{a d}^{2}([a, b] \times \Omega)$. For clarity, we divide the discussion into three steps.
Step 1. $f$ is a step stochastic process in $L_{a d}^{2}([a, b] \times \Omega)$.

Suppose $f$ is a step stochastic process given by

$$
\begin{equation*}
f(t, \omega)=\sum_{i=1}^{n} \xi_{i-1}(\omega) \mathbf{1}_{\left(t_{i-1}, t_{i}\right]}(t), \tag{3.2}
\end{equation*}
$$

where $\xi_{i-1}$ is $\mathcal{F}_{t_{i-1}}$-measurable and $\mathbb{E}\left(\xi_{i-1}^{2}\right)<\infty$. In this case we define

$$
\begin{equation*}
I(f)=\sum_{i=1}^{n} \xi_{i-1}\left(W\left(t_{i}\right)-W\left(t_{i-1}\right)\right) \tag{3.3}
\end{equation*}
$$

Obviously, $I(a f+b g)=a I(f)+b I(g)$ for any $a, b \in \mathbb{R}$ and any such step stochastic processes $f$ and $g$. Moreover, we have the next lemma.

Lemma 3.2.1. Let $I(f)$ be defined by equation (3.3). Then, $\mathbb{E} I(f)=0$ and

$$
\begin{equation*}
\mathbb{E}\left(|I(f)|^{2}\right)=\int_{a}^{b} \mathbb{E}\left(|f(t)|^{2}\right) d t \tag{3.4}
\end{equation*}
$$

Proof. The proof can be found in ([28]).

Step 2. An approximation lemma.

We need to prove an approximation lemma in this step in order to be able to define the stochastic integral $\int_{a}^{b} f(t) d W(t)$ for general stochastic processes $f \in L_{a d}^{2}([a, b] \times \Omega)$.

Lemma 3.2.2. Suppose $f \in L_{a d}^{2}([a, b] \times \Omega)$. Then, there exists a sequence $\left\{f_{n}(t) ; n \geq\right.$ 1\} of step stochastic processes in $f \in L_{a d}^{2}([a, b] \times \Omega)$ such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{a}^{b} \mathbb{E}\left\{\left|f(t)-f\left(t_{n}\right)\right|^{2}\right\} d t=0 \tag{3.5}
\end{equation*}
$$

Proof. We refer the reader to [28]

Step 3. Stochastic integral $\int_{a}^{b} f(t) d W(t)$ for $f \in L_{a d}^{2}([a, b] \times \Omega)$.
We use Steps 1 and 2 to define the stochastic integral

$$
\int_{a}^{b} f(t) d W(t), \quad f \in L_{a d}^{2}([a, b] \times \Omega) .
$$

Apply Lemma 3.2.2 to get a sequence $\left\{f_{n}(t, \omega) ; n \geq 1\right\}$ of adapted step stochastic processes such that equation (3.5) holds. For each $n, I\left(f_{n}\right)$ is defined by Step 1. By Lemma 3.2.1 we have

$$
\mathbb{E}\left(\left|f_{n}(t)-f_{m}(t)\right|^{2}\right)=\int_{a}^{b} \mathbb{E}\left(\left|f_{n}(t)-f_{m}(t)\right|^{2}\right) d t \quad \rightarrow 0, \text { as } \quad n, m \rightarrow \infty
$$

Hence, the sequence $\left\{I\left(f_{n}\right)\right\}$ is a Cauchy sequence in $L^{2}(\Omega)$. Define

$$
\begin{equation*}
I(f)=\lim _{n \rightarrow \infty} I\left(f_{n}\right), \quad \text { in } L^{2}(\Omega) \tag{3.6}
\end{equation*}
$$

We can use arguments similar to those in [28] for the Wiener integral to show that the above $I(f)$ is well-defined.

Definition 3.1. ([28]). The limit $I(f)$ defined in equation (3.6) is called the Ito integral of $f$ and is denoted by $\int_{a}^{b} f(t) d W(t)$.

Thus, the Itô integral $I(f)$ is defined for $f \in L_{a d}^{2}([a, b] \times \Omega)$ and the mapping $I$ is linear, namely, for any $a, b \in \mathbb{R}$ and $f, g \in L_{a d}^{2}([a, b] \times \Omega)$,

$$
I(a f+b g)=a I(f)+b I(g)
$$

We clearly see that Lemma 3.2.1 remains valid for $f \in L_{a d}^{2}([a, b] \times \Omega)$. We state this fact as the next theorem.

Theorem 3.2.1. ([28]). Suppose $f \in L_{a d}^{2}([a, b] \times \Omega)$. Then, the Itô integral $I(f)=$ $\int_{a}^{b} f(t) d W(t)$ is a random variable with $\mathbb{E}\{I(f)\}=0$ and

$$
E\left(|I(f)|^{2}\right)=\int_{a}^{b} \mathbb{E}\left(|f(t)|^{2}\right) d t
$$

By this theorem, the Itô integral $I: L_{a d}^{2}([a, b] \times \Omega) \rightarrow L^{2}(\Omega)$, is an isometry. Since $I$ is also linear, we have the following corollary.

Corollary 3.2.0.1. ([28]). For any $f, g \in L_{a d}^{2}([a, b] \times \Omega)$, the following equality holds:

$$
\mathbb{E}\left(\int_{a}^{b} f(t) d W(t) \int_{a}^{b} g(t) d W(t)\right)=\int_{a}^{b} f(t) g(t) d W(t)
$$

To construct the integral with respect to the fractional Brownian motion, we use the generalized (fractional) Stieltjes integral (see [54]-[43]).

### 3.3 K. Itô's idea

Suppose a stochastic process $f(t)$ is not adapted to this filtration. Then $\int_{a}^{b} f(t) d B(t)$ cannot be defined as an Itô integral.

1. Stochastic integral: $\int_{0}^{1} B(1) d B(t)=$ ? (See equations (3.7) and (3.10).)

We first describe K. Itô's ideas to define the stochastic integral $\int_{0}^{1} B(1) d B(t)$ in his lecture at the 1976 Kyoto Symposium on SDE's [35]. Enlarge the filtration in order for the integrand $B(1)$ to be adapted, namely, let

$$
\mathcal{G}_{t}=\sigma\left\{\mathcal{F}_{t}, B(1)\right\} .
$$

Although $B(t)$ is not a Brownian motion with respect to the larger filtration $\left\{\mathcal{G}_{t}\right\}$, it can be decomposed as

$$
B(t)=\left(B(t)-\int_{0}^{t} \frac{B(1)-B(u)}{1-u} d u\right)+\int_{0}^{t} \frac{B(1)-B(u)}{1-u} d u
$$

which shows that $B(t)$ is a quasimartingale with respect to the filtration $\left\{\mathcal{G}_{t}\right\}$. Then the stochastic integral $\int_{0}^{1} B(1) d B(t)$ can be defined as a stochastic integral with respect to a quasimartingale and

$$
\begin{equation*}
\int_{0}^{1} B(1) d B(t)=B(1)^{2} \tag{3.7}
\end{equation*}
$$

Our new viewpoint in [5] comes from the simple observation that the anticipating integrand $B(1)$ has the following obvious decomposition

$$
\begin{equation*}
B(1)=(B(1)-B(t))+B(t) . \tag{3.8}
\end{equation*}
$$

Note that the integral for the second term $B(t)$ is within the Ito theory. Thus, we only need to define the stochastic integral $\int_{0}^{1}(B(1)-B(t)) d B(t)$. This leads to the question: "What is so special about the integrand $B(1)-B(t)$ ?" To find out the answer, consider another anticipating integrand $B(1)^{2}$. This integrand can be decomposed as

$$
B(1)^{2}=[B(1)-B(t)]^{2}+2 B(t)[B(1)-B(t)]+B(t)^{2} .
$$

Observe that the last term $B(t)^{2}$ and the factor $B(t)$ in the second term are adapted stochastic processes, while the first term $[B(1)-B(t)]^{2}$ and the factor $B(1)-B(t)$ in the second term have the same property (which is to be defined below) as that of the first term in Equation (3.8). We can also try to decompose integrands such as $B(1)^{n}$ and $e^{B(1)}$ to discover the common property stated in the next definition.

Definition 3.2. A stochastic process $\varphi(t)$ is said to be instantly independent with respect to a filtration $\left\{\mathcal{F}_{t}\right\}$ if $\varphi(t)$ and $\mathcal{F}_{t}$ are independent for each $t$.

Clearly, $[B(1)-B(t)]^{n}, e^{B(1)-B(t)}$, and $\int_{t}^{1} h(s) d B(s)$ are all instantly independent for $0 \leq t \leq 1$, where $h(s)$ is a deterministic function in $L^{2}([0 ; 1])$.

Lemma 3.4. If a stochastic process $\varphi(t)$ is both adapted and instantly independent with respect to a filtration $\left\{\mathcal{F}_{t}\right\}$, then $\varphi(t)$ is a deterministic function.

Proof. Since $\varphi(t)$ is adapted, we have $\mathbb{E}\left(\varphi(t) \mid \mathcal{F}_{t}\right)=\varphi(t)$. On the other hand, since $\varphi(t)$ is instantly independent, we also have $\mathbb{E}\left(\varphi(t) \mid \mathcal{F}_{t}\right)=\mathbb{E}(\varphi(t))$. Hence, $\varphi(t)=\mathbb{E}(\varphi(t))$, which shows that $\varphi(t)$ is a deterministic function.

In view of lemma (3.4), we can regard the collection of instantly independent stochastic processes as a counterpart of the Itô theory. Namely, the Itô part consists of adapted stochastic processes and the counterpart consists of instantly independent stochastic processes. Moreover, we observe from the above discussion that many anticipating stochastic processes can be decomposed into sums of the products of an Itô part and a counterpart.

Remark 3.5. Note that the Brownian motion $\left(W_{t}\right)_{t \in[0, T]}$ and the $F B M\left(B_{t}^{H}\right)_{t \in[0, T]}$ generate the same filtration. More precisely, the natural filtration of the Brownian motion and of the FBM that generates through the Levy-Hida representation coincide.

Thus, our viewpoint in fact stems from Itô's ideas. We simply reverse the roles of the integrand and the integrator, i.e.,

- Keep the filtration $\left\{\mathcal{F}_{t}\right\}$ and the Brownian motion $B(t)$.
- Decompose an integrand as a sum of terms, each being the product of an adapted stochastic process and an instantly independent stochastic processes.

This leads to the question : "How do we define a stochastic integral $\int_{a}^{b} f(t) d B(t)$ for an adapted stochastic process $f(t)$ (in the Itô part) and an instantly independent
stochastic process $\varphi(t)$ (in the counterpart)?" The answer is in the next section.

### 3.4 Stochastic integration with respect to Brownian motion

H. Kuo and W. Ayed [6] are going to propose a new approach for stochastic integration with respect to Brownian motion. The key idea in our approach to anticipating stochastic integration is the evaluation points for the integrand. Consider the instantly independent stochastic process $B(1)-B(t)$ in the right-hand side of equation (3.8). How do we " define" the stochastic integral $\int_{0}^{1}(B(1)-B(t)) d B(t)$ ?

Let $\triangle=\left\{0=t_{0}, t_{1}, t_{2}, \cdots, t_{n}=1\right\}$ be a partition of the interval $[0,1]$. On the subinterval $\left[t_{i-1}, t_{i}\right]$, we take the " right endpoint " $t_{i}$ as the evaluation point for the integrand $B(1)-B(t)$ to form a Riemann like sum.

Then, we define the integral

$$
\begin{gather*}
\int_{0}^{1}(B(1)-B(t)) d B(t)=\lim _{\|\Delta\| \rightarrow 0} \sum_{i=1}^{n}\left(B(1)-B\left(t_{i}\right)\right)\left(B_{t_{i}}-B_{t_{i-1}}\right) \\
=B(1)^{2}-\lim _{\|\Delta\| \rightarrow 0} \sum_{i=1}^{n} B\left(t_{i}\right)\left(B_{t_{i}}-B_{t_{i-1}}\right) \\
=B(1)^{2}-\lim _{\|\Delta\| \rightarrow 0} \sum_{i=1}^{n}\left\{\left[B\left(t_{i}\right)-B\left(t_{i-1}\right)\right]+B\left(t_{i-1}\right)\right\}\left(B\left(t_{i}\right)-B\left(t_{i-1}\right)\right) \\
=B(1)^{2}-1-\int_{0}^{1} B(t) d B(t) \tag{3.9}
\end{gather*}
$$

where the last integral is an Itô integral. It follows from equations (3.8) and (3.9) that we have a new stochastic integral

$$
\begin{equation*}
\int_{0}^{1} B(1) d B(t)=B(1)^{2}-1 \tag{3.10}
\end{equation*}
$$

which is different from the one in Equation (3.7) defined by K.Itô [35].

Note that our new stochastic integral has expectation 0 , a property that we want to keep for our new stochastic integral. The above discussion leads to the following definition of a new stochastic integral of a stochastic process which is the product of an adapted stochastic process (in the Itô part) and an instantly independent stochastic process (in the counterpart).

Definition 3.3. For an adapted stochastic process $f(t)$ and an instantly independent stochastic process $\varphi(t)$, we define the stochastic integral of $f(t) \varphi(t)$ to be the limit

$$
\int_{a}^{b} f(t) \varphi(t) d B(t)=\lim _{\|\Delta\| \rightarrow 0} \sum_{i=1}^{n} f\left(t_{i-1}\right) \varphi\left(t_{i}\right)\left(B\left(t_{i}\right)-B\left(t_{i-1}\right)\right)
$$

provided that the limit in probability exists.
In general, for a stochastic process $F(t)=\sum_{n=1}^{N} f_{n}(t) \varphi_{n}(t)$ with $f_{n}(t)$ 's being adapted and $\varphi_{n}(t)$ instantly independent, we define

$$
\int_{a}^{b} F(t) d B(t)=\sum_{n=1}^{N} \int_{a}^{b} f_{n}(t) \varphi_{n}(t)
$$

This stochastic integral is in fact well-defined. Obviously, there is a natural question: "What is the class of stochastic processes for which the new stochastic integral is defined?" Unfortunately, we do not have the answer yet.

Example 3.6. We mention to two stochastic integrals from [5]

$$
\int_{0}^{t} B(1) B(s) d B(s)=\left\{\begin{array}{l}
\frac{1}{2} B(1)\left(B(t)^{2}-t\right)-\int_{0}^{t} B(s) d s, 0 \leq t \leq 1 \\
\frac{1}{2} B(1)\left(B(t)^{2}-t\right)-\int_{0}^{t} B(s) d s, t>1
\end{array}\right.
$$

In general, for a continuous function $f(x)$, we have

$$
\int_{0}^{t} B(1) f(B(s)) d B(s)=\left\{\begin{array}{l}
B(1) \int_{0}^{t} f(B(s)) d B(s)-\int_{0}^{t} f(B(s)) d s, 0 \leq t \leq 1 \\
B(1) \int_{0}^{t} f(B(s)) d B(s)-\int_{0}^{t} f(B(s)) d s, t>1
\end{array}\right.
$$

Example 3.7. Let $f(t)$ and $g(t)$ be two deterministic functions in $L^{2}([0,1])$. Then,

$$
\int_{0}^{1} g(t)\left(\int_{0}^{1} f(s) d B(s)\right) d B(t)=\int_{[0,1]^{2}} f(s) g(t) d B(s) d B(t)
$$

where the right-hand side is a double Wiener-Itô integral (see Chapter 9 in [28]). To prove this equality, note that the Wiener integral of $f(s)$ in the left-hand side has the decomposition

$$
\int_{0}^{1} f(s) d B(s)=\int_{0}^{t} f(s) d B(s)+\int_{t}^{1} f(s) d B(s)
$$

where the first integral is in the Itô part and the second integral is in the counterpart. For convenience, let $\triangle B_{i}=B\left(t_{i}\right)-B\left(t_{i-1}\right)$. By definition (3.3), we have

$$
\begin{gathered}
\int_{0}^{1} g(t)\left(\int_{0}^{1} f(s) d B(s)\right) d B(t)=\lim _{\|\Delta\| \longrightarrow 0} \sum_{i=1}^{n} g\left(t_{i-1}\right)\left(\int_{0}^{t_{i-1}} f(s) d B(s)+\int_{t_{i}}^{1} f(s) d B(s)\right) \Delta B_{i} \\
=\lim _{\|\Delta\| \rightarrow 0} \sum_{i=1}^{n} g\left(t_{i-1}\right)\left(\int_{0}^{1} f(s) d B(s)-\int_{t_{i}}^{t_{i-1}} f(s) d B(s)\right) \triangle B_{i} \\
=\int_{0}^{1} f(s) d B(s) \int_{0}^{1} g(t) d B(t)-\lim _{\|\Delta\| \longrightarrow 0} \sum_{i=1}^{n} f\left(t_{i-1}\right) g\left(t_{i-1}\right)\left(\triangle B_{i}\right)^{2} \\
=\int_{0}^{1} f(s) d B(s) \int_{0}^{1} g(t) d B(t)-\int_{0}^{1} f(t) g(t) d(t)
\end{gathered}
$$

which is exactly the Wiener-Itô double integral in the right-hand side of equation (3.7). In [36] K. Itô proved the following well-known theorem on multiple Wiener-Itô integral (see also theorem 9.6.7 in the book [28].)

Theorem 3.8. (K. Itô 1951) Let $f \in L^{2}\left([a ; b]^{n}\right)$ and $\hat{f}$ its symmetrization. Then,

$$
\begin{gathered}
\int_{[a ; b]^{n}} f\left(t_{1}, t_{2}, \ldots, t_{n}\right) d B\left(t_{1}\right) d B\left(t_{2}\right) \ldots d B\left(t_{n}\right) \\
=n!\int_{a}^{b} \ldots \int_{a}^{t_{n-2}}\left[\int_{a}^{t_{n-1}} \hat{f}\left(t_{1}, \ldots, t_{n-1}, t_{n}\right) d B\left(t_{n}\right)\right] d B\left(t_{n-1}\right) \ldots d B\left(t_{1}\right)
\end{gathered}
$$

Note that the restriction to the region $a \leq t_{n} \leq t_{n-1} \leq \ldots \leq t_{2} \leq t_{1} \leq b$ for the iterated integrals is to ensure that in each step of the iteration the integrand is adapted so that the integral is defined as an Itô integral. However, as seen from example (3.7), there is no need to impose this restriction since in each step the integral is defined as a stochastic integral in definition (3.3). By using the similar arguments as those in example (3.7), we can prove the next theorem.

Theorem 3.9. Let $f \in L^{2}\left([a ; b]^{n}\right)$. Then,

$$
\begin{gather*}
\int_{[a ; b]^{n}} f\left(t_{1}, t_{2}, \ldots, t_{n}\right) d B\left(t_{1}\right) d B\left(t_{2}\right) \ldots d B\left(t_{n}\right)  \tag{3.11}\\
=\int_{a}^{b} \ldots \int_{a}^{b}\left[\int_{a}^{b} f\left(t_{1}, \ldots, t_{n-1}, t_{n}\right) d B\left(t_{n}\right)\right] d B\left(t_{n-1}\right) \ldots d B\left(t_{1}\right)
\end{gather*}
$$

Observe that we do not have to use the symmetrization $\hat{f}$ in the right-hand side of equation (3.11). In fact, it is obvious that the iterated new stochastic integrals for $f$ and $\hat{f}$ are equal. In view of this theorem, a multiple Wiener-Itô integral can be evaluated as an iterated stochastic integral, just like multiple integrals and iterated integrals in ordinary calculus.

### 3.5 Representation of the FBm

The fractional Brownian motion can be expressed as a Wiener integral with respect to the Wiener process in several ways. Let us recall two of them.

### 3.5.1 Levy-Hida representation

Note that the FBM is a particular case of Volterra processes. Following Decreusfond and Üstünel, we have this kernel :

$$
K_{H}(t, s)=\frac{(t-s)_{+}^{H-1 / 2}}{\Gamma(H+1 / 2)} F\left(1 / 2-H, H-1 / 2, H+1 / 2,1-\frac{t}{s}\right), 0<s<t<\infty
$$

where $F$ is the Gauss hypergeometric function.

For the case $H \in(1 / 2,1)$, we have that the kernel is

$$
K_{H}(t, s)=c_{H} s^{1 / 2-H} \int_{s}^{t}|u-s|^{H-3 / 2} u^{H-1 / 2} d u, \quad t>s,
$$

where

$$
c_{H}=\left(\frac{H(2 H-1)}{\mathbf{B}(2-2 H, H-1 / 2)}\right)^{1 / 2}
$$

with $\mathbf{B}$ the Beta function, i.e. $\mathbf{B}(a, b)=\int_{0}^{1} t^{a-1}(1-t)^{b-1} d t$.

We have

$$
\frac{\partial K_{H}(t, s)}{\partial t}=c_{H}\left(\frac{t}{s}\right)^{H-1 / 2}(t-s)^{H-3 / 2} .
$$

Now, we introduce a linear operator $K_{H}^{*}: \mathcal{E} \rightarrow L^{2}([0, T])$, defined by

$$
\begin{equation*}
\left(K_{H}^{*} \phi\right)(s)=\int_{s}^{T} \phi(t) \frac{\partial K_{H}(t, s)}{\partial t} d t \tag{3.12}
\end{equation*}
$$

where $\phi \in \mathcal{E}$.

For the case $H \in(0,1 / 2)$, we have that the kernel is given by

$$
K_{H}(t, s)=b_{H}\left(\left(\frac{t}{s}\right)^{H-1 / 2}(t-s)^{H-1 / 2}-(H-1 / 2) s^{1 / 2-H} \int_{s}^{t}(u-s)^{H-1 / 2} u^{H-3 / 2} d u\right),
$$

where

$$
b_{H}=\left(\frac{2 H}{(1-2 H) \mathbf{B}(1-2 H, H+1 / 2)}\right)^{1 / 2}
$$

We have

$$
\frac{\partial K_{H}(t, s)}{\partial t}=c_{H}\left(H-1 / 2 \frac{t}{s}\right)^{H-1 / 2}(t-s)^{H-3 / 2}
$$

Now, we introduce a linear operator $K_{H}^{*}: \mathcal{E} \rightarrow L^{2}([0, T])$, defined by

$$
\begin{equation*}
\left(K_{H}^{*} \phi\right)(s):=K_{H}(T, s) \phi(s)+\int_{s}^{T}(\phi(t)-\phi(s)) \frac{\partial K_{H}(t, s)}{\partial t} d t \tag{3.13}
\end{equation*}
$$

Case $H=1 / 2$ It is obvious that $K_{1 / 2}(t, s)=1_{[0, t]}(s)$. Indeed, we obtain

$$
B_{t}^{1 / 2}=\int_{0}^{t} K_{1 / 2}(t, s) d W_{s}=\int_{0}^{t} 1_{[0, t]}(s) d W_{s}=W_{t}
$$

We have

$$
\left(K_{H}^{*} 1_{[0, t]}\right)(s)=K_{H}(t, s) 1_{[0, t]}(s) .
$$

Thus, the operator $K_{H}^{*}$ is an isometry between $\mathcal{E}$ and $L^{2}([0, T])$ that can be extended to an isometry between the closure of $\mathcal{E}$, namely the Hilbert space $S^{(H)}$ and $L^{2}([0, T])$. Indeed, we have

$$
\begin{aligned}
\left\langle 1_{[0, t]}, 1_{[0, s]}\right\rangle_{S^{(H)}} & =R_{H}(t, s) \\
& =\int_{0}^{t \wedge s} K_{H}(t, u) K_{H}(s, u) d u \\
& =\left\langle K_{H}(t, .) 1_{[0, t]}, K_{H}(s, .) 1_{[0, s]}\right\rangle_{L^{2}([0, T])} \\
& =\left\langle K_{H}^{*} 1_{[0, t]}, K_{H}^{*} 1_{[0, s]}\right\rangle_{L^{2}([0, T])}
\end{aligned}
$$

### 3.5.2 Moving average representation

The fBm can be represented as an integral with respect to a standard Brownian motion on the whole real line. Let $\left(B_{s}\right)_{s \in \mathbb{R}}$ be a standard Brownian motion. Then,

$$
\begin{equation*}
B_{t}^{H}=\frac{1}{C(H)} \int_{\mathbb{R}}\left[(t-s)_{+}^{H-\frac{1}{2}}-(-s)_{+}^{H-\frac{1}{2}}\right] d B_{s}, \tag{3.14}
\end{equation*}
$$

with $C(H)>0$ an explicit normalizing constant, is a fractional Brownian motion.

### 3.5.3 Harmonizable representation

There is another representation which uses the complex-valued Brownian motion (but the fBm is real-valued). In fact, for a $\mathrm{fBm}\left(B_{t}^{H}\right)_{t \in \mathbb{R}}$, we obtain

$$
B_{t}^{H}=\frac{1}{C_{2}(H)} \int_{\mathbb{R}} \frac{e^{i t x}-1}{i x}|x|^{-\left(H-\frac{1}{2}\right)} d \tilde{B}_{x}, \quad t \in \mathbb{R},
$$

where $\left(\tilde{B}_{t}\right)_{t \in \mathbb{R}}$ is a complex Brownian measure and

$$
C_{2}(H)=\left(\frac{\pi}{H \Gamma(2 H) \sin (H \pi)}\right)^{1 / 2}
$$

Let us note that the complex Brownian measure on $\mathbb{R}$ can be splitted as $\tilde{B}=B_{1}+i B_{2}$ and is such that $B_{1}(A)=B_{1}(-A), B_{2}(A)=-B_{2}(-A)$ and $\mathbb{E}\left(B_{1}(A)\right)^{2}=\frac{|A|}{2}, \forall A \in$ $\mathcal{B}(\mathbb{R})$.
We also call this representation, the spectral representation.

### 3.6 Stochastic integration for non-adapted processes with respect to fBm

In this section, we have introduced a new approach on stochastic integration for nonadapted processes with respect to processes having irregular trajectories, based on the Levy -Hida representation. Our approach is used to solve stochastic differential equations driven by a fractional Brownian motion for integrants not necessarily adapted. Hoping that these results will serve to other processes such as sub fractional Brownian motion, mixed fractional Brownian motion or Gaussian processes in general. Using the previous theory, we could define the Wiener integration using the operator $K_{H}^{*}$ as

$$
\int_{0}^{T} \phi(s) d B_{s}^{H}=\int_{0}^{T}\left(K_{H}^{*} \phi\right)(s) d B_{s}
$$

for $\phi \in S^{(H)}$. But, for the right-hand side of equation to be well-defined, we must have that $K_{H}^{*} \phi \in L^{2}([0, T])$.

Theorem 3.10 (Definition). Let $\triangle=\left\{0=t_{0}, t_{1}, t_{2}, \cdots, t_{n}=T\right\}$ be a partition of the interval $[0, T]$. On the subinterval $\left[t_{i-1}, t_{i}\right]$, we take the " right endpoint " $t_{i}$ as the evaluation point for the integrand. For an adapted stochastic process $f(t)$ and an instantly independent stochastic process $g(t)$, we define the stochastic integral of $f(t) g(t)$ to be the limit

$$
\int_{0}^{T} f(t) g(t) d B^{H}(t)=\lim _{\|\Delta\| \rightarrow 0} \sum_{i=1}^{n} \psi_{1}^{H}(f)\left(t_{i-1}\right) \psi_{2}^{H}(g)\left(t_{i}\right)\left(B\left(t_{i}\right)-B\left(t_{i-1}\right)\right)
$$

## Proof.

Write $K_{H}^{*}(f . g)$ like in (3.12) and in (3.13) then develop a sequence of calculus (based on the results obtained by Joachim [39] ) applied to the kernel in two cases $H<1 / 2$ and $H>1 / 2$.

Namely, when one wants to compute $\int_{0}^{1} w v d x$ with $v(x)=\int_{0}^{x} v^{\prime}(y) d y$, we obtain by a classical integration by parts (including the trace terms in the integral) or by Fubini's theorem,

$$
\int_{0}^{1} w v d x=\int v^{\prime}(x) \int_{x}^{1} w(y) d y d x
$$

For $H>\frac{1}{2}$ :

### 3.6 Stochastic integration for non-adapted processes with respect to fB66

$$
\begin{aligned}
& \int_{0}^{T} f(t) g(t) d B_{t}^{H}=\int_{0}^{T}\left(K_{H}^{*}(f \cdot g)(t)\right) d B_{t} \\
&=\int_{0}^{T} \int_{t}^{T}(f \cdot g)(u) \frac{\partial K_{H}(u, t)}{\partial t} d u d B_{t} \\
&=C_{H} \int_{0}^{T} \int_{t}^{T}(f \cdot g)(u)\left(\frac{u}{t}\right)^{H-\frac{1}{2}}(u-t)^{H-\frac{3}{2}} d u d B_{t} \\
&=C_{H} \int_{0}^{T} t^{\frac{1}{2}-H} \int_{t}^{T} f(u) \cdot g(u) u^{H-\frac{1}{2}}(u-t)^{H-\frac{3}{2}} d u d B_{t} \\
&=C_{H} \int_{0}^{T} t^{\frac{1}{2}-H}\left[\int_{t}^{T}\left(g(u) u^{H-\frac{1}{2}}\right)^{\prime} \int_{u}^{T} f(y)(y-t)^{H-\frac{3}{2}} d y d u\right] d B_{t} \\
&=C_{H} \int_{0}^{T} t^{\frac{1}{2}-H}\left[\Gamma ( H - \frac { 1 } { 2 } ) \int _ { t } ^ { T } ( g ( u ) u ^ { H - \frac { 1 } { 2 } } ) ^ { \prime } \left[-\frac{1}{\Gamma\left(H-\frac{1}{2}\right)} \int_{t}^{u} f(y)(y-t)^{H-\frac{3}{2}} d y\right.\right. \\
&\left.\left.+\frac{1}{\Gamma\left(H-\frac{1}{2}\right)} \int_{t}^{T} f(y)(y-t)^{H-\frac{3}{2}} d y\right] d u\right] d B_{t} \\
&=C_{H} \int_{0}^{T} t^{\frac{1}{2}-H}\left[\Gamma\left(H-\frac{1}{2}\right) \int_{t}^{T}\left(g(u) u^{H-\frac{1}{2}}\right)^{\prime}\left(-\left(I_{u^{-}}^{H-\frac{1}{2}} f\right)(t)+\left(I_{T^{-}}^{H-\frac{1}{2}} f\right)(t)\right) d u\right] d B_{t} .
\end{aligned}
$$

Let
$J=\Gamma\left(H-\frac{1}{2}\right) \int_{t}^{T}\left(g(u) u^{H-\frac{1}{2}}\right)^{\prime}\left(-\left(I_{u^{-}}^{H-\frac{1}{2}} f\right)(t)+\left(I_{T^{-}}^{H-\frac{1}{2}} f\right)(t)\right) d u=\int_{t}^{T} f(u) . g(u) u^{H-\frac{1}{2}}(u-t)^{H-\frac{3}{2}} d u$.
Then,

$$
\begin{aligned}
J & \left.=-\Gamma\left(H-\frac{1}{2}\right)\left[g(t) t^{H-\frac{1}{2}}\left(I_{T^{-}}^{H-\frac{1}{2}} f\right)(t)\right)\right]-\Gamma\left(H-\frac{1}{2}\right) \int_{t}^{T} g(u) u^{H-\frac{1}{2}} \cdot f(u)(u-t)^{H-\frac{3}{2}} d u \\
& =\int_{t}^{T} f(u) \cdot g(u) u^{H-\frac{1}{2}}(u-t)^{H-\frac{3}{2}} d u .
\end{aligned}
$$

It means that $J=\frac{-\Gamma\left(H-\frac{1}{2}\right)}{1+\Gamma\left(H-\frac{1}{2}\right)}\left[g(t) t^{H-\frac{1}{2}}\left(I_{T^{-}}^{H-\frac{1}{2}} f\right)(t)\right]$. Then,

$$
\begin{aligned}
\int_{0}^{T} f(t) g(t) d B_{t}^{H} & =\frac{-\Gamma\left(H-\frac{1}{2}\right)}{1+\Gamma\left(H-\frac{1}{2}\right)} C_{H} \int_{0}^{T} g(t)\left(I_{T^{-}}^{H-\frac{1}{2}} f\right)(t) d B_{t} \\
& =\frac{-\Gamma\left(H-\frac{1}{2}\right)}{1+\Gamma\left(H-\frac{1}{2}\right)} C_{H} \lim _{\|\Delta\| \rightarrow 0} \sum_{i=1}^{n}\left(I_{T^{-}}^{H-\frac{1}{2}} f\right)\left(t_{i-1}\right) g\left(t_{i}\right)\left(B\left(t_{i}\right)-B\left(t_{i-1}\right)\right) \\
& =\lim _{\|\Delta\| \rightarrow 0} \sum_{i=1}^{n}\left(I_{T^{-}}^{H-\frac{1}{2}} f\right)\left(t_{i-1}\right) \frac{-\Gamma\left(H-\frac{1}{2}\right)}{1+\Gamma\left(H-\frac{1}{2}\right)} C_{H} g\left(t_{i}\right)\left(B\left(t_{i}\right)-B\left(t_{i-1}\right)\right) \\
& =\lim _{\|\Delta\| \rightarrow 0} \sum_{i=1}^{n} \psi_{1}^{H}(f)\left(t_{i-1}\right) \psi_{2}^{H}(g)\left(t_{i}\right)\left(B\left(t_{i}\right)-B\left(t_{i-1}\right)\right),
\end{aligned}
$$

where $\psi_{1}^{H}(f)\left(t_{i-1}\right)=\left(I_{T^{-}}^{H-\frac{1}{2}} f\right)\left(t_{i-1}\right)$ and $\psi_{2}^{H}(g)\left(t_{i}\right)=\frac{-\Gamma\left(H-\frac{1}{2}\right)}{1+\Gamma\left(H-\frac{1}{2}\right)} C_{H} g\left(t_{i}\right)$

For $\mathbf{H}<\frac{1}{2}$ :

$$
\begin{aligned}
& \int_{0}^{T} f(t) g(t) d B_{t}^{H}=\int_{0}^{T}\left(K_{H}^{*}(f . g)(t)\right) d B_{t} \\
& =\int_{0}^{T} \int_{t}^{T}(f . g)(u) \frac{\partial K_{H}(u, t)}{\partial t} d u d B_{t} \\
& =\int_{0}^{T} \int_{t}^{T}(f . g)(u) \frac{\partial K_{H}(u, t)}{\partial t} d u d B_{t} \\
& =C_{H}\left(H-\frac{1}{2}\right) \int_{0}^{T} \int_{t}^{T}(f . g)(u)\left(\frac{u}{t}\right)^{H-\frac{1}{2}}(u-t)^{H-\frac{3}{2}} d u d B_{t} \\
& =C_{H}\left(H-\frac{1}{2}\right) \int_{0}^{T} t^{\frac{1}{2}-H} \int_{t}^{T} f(u) \cdot g(u) u^{H-\frac{1}{2}}(u-t)^{H-\frac{3}{2}} d u d B_{t} \\
& =C_{H}\left(H-\frac{1}{2}\right) \int_{0}^{T} t^{\frac{1}{2}-H} \frac{-\Gamma\left(H-\frac{1}{2}\right)}{1+\Gamma\left(H-\frac{1}{2}\right)}\left[g(t) t^{H-\frac{1}{2}}\left(I_{T^{-}}^{H-\frac{1}{2}} f\right)(t)\right] d B_{t} \\
& =C_{H}\left(H-\frac{1}{2}\right) \int_{0}^{T} \frac{-\Gamma\left(H-\frac{1}{2}\right)}{1+\Gamma\left(H-\frac{1}{2}\right)}\left[g(t)\left(I_{T^{-}}^{H-\frac{1}{2}} f\right)(t)\right] d B_{t} \\
& =C_{H}\left(H-\frac{1}{2}\right) \frac{-\Gamma\left(H-\frac{1}{2}\right)}{1+\Gamma\left(H-\frac{1}{2}\right)} \int_{0}^{T} g(t)\left(I_{T^{-}}^{H-\frac{1}{2}} f\right)(t) d B_{t} \\
& =\frac{-\Gamma\left(H-\frac{1}{2}\right)}{1+\Gamma\left(H-\frac{1}{2}\right)} C_{H}\left(H-\frac{1}{2}\right) \lim _{\|\Delta\| \rightarrow 0} \sum_{i=1}^{n}\left(I_{T^{-}}^{H-\frac{1}{2}} f\right)\left(t_{i-1}\right) g\left(t_{i}\right)\left(B\left(t_{i}\right)-B\left(t_{i-1}\right)\right) \\
& =\lim _{\|\Delta\| \rightarrow 0} \sum_{i=1}^{n}\left(I_{T^{-}}^{H-\frac{1}{2}} f\right)\left(t_{i-1}\right) \frac{-\Gamma\left(H-\frac{1}{2}\right)}{1+\Gamma\left(H-\frac{1}{2}\right)} C_{H}\left(H-\frac{1}{2}\right) g\left(t_{i}\right)\left(B\left(t_{i}\right)-B\left(t_{i-1}\right)\right) \\
& =\lim _{\|\Delta\| \rightarrow 0} \sum_{i=1}^{n} \psi_{1}^{H}(f)\left(t_{i-1}\right) \psi_{2}^{H}(g)\left(t_{i}\right)\left(B\left(t_{i}\right)-B\left(t_{i-1}\right)\right),
\end{aligned}
$$

where

$$
\psi_{1}^{H}(f)\left(t_{i-1}\right)=\left(I_{T^{-}}^{H-\frac{1}{2}} f\right)\left(t_{i-1}\right) \text { and } \psi_{2}^{H}(g)\left(t_{i}\right)=\frac{-\Gamma\left(H-\frac{1}{2}\right)}{1+\Gamma\left(H-\frac{1}{2}\right)} C_{H}\left(H-\frac{1}{2}\right) g\left(t_{i}\right) .
$$

## Chapter 4

## New approach for stochastic integration w.r.t multifractional Brownian motion

This chapter is the subject of a paper submitted for publication.

### 4.1 Motivation and background

Multifractional Brownian motion was introduced to overcome the following limitations. The basic idea is to replace the real $H$ by a function $t \mapsto h(t)$ ranging in $(0,1)$. Several definitions of the multifractional Brownian motion exist. The first ones were proposed in [50] and in [8]. A more general approach was introduced in [61]. We first need to define a fractional Brownian field:

Definition 4.1. (Fractional Brownian field). Let $(\Omega, \mathcal{F}, P)$ be a probability space. A fractional Brownian field on $\mathbb{R} \times(0,1)$ is a Gaussian field, noted $(\mathbf{B}(t, H))_{(t, H) \in \mathbb{R} \times(0,1)}$, such that, for every $H$ in $(0,1)$, the process $\left(B_{t}^{H}\right)_{t \in \mathbb{R}}$ defined by $B_{t}^{H}:=\mathbf{B}(t, H)$ is a fractional Brownian motion with Hurst parameter $H^{1}$

[^1]A multifractional Brownian motion is simply a "path" traced on a fractional Brownian field. More precisely, it is defined as follows:

Definition 4.2. (Multifractional Brownian motion). Let $h: \mathbb{R} \rightarrow(0,1)$ be a deterministic continuous function and $\mathbf{B}$ be a fractional Brownian field. A multifractional Brownian motion ( $m B m$ in short) on $\mathbf{B}$ with functional parameter $h$ is the Gaussian process $B^{h}:=\left(B_{t}^{h}\right)_{t \in \mathbb{R}}$ defined by $B_{t}^{h}:=\mathbf{B}(t, h(t))$ for all $t$ in $\mathbb{R}$.
$\left(\mathcal{H}_{1}\right): \forall[a, b] \subset \mathbb{R}, \forall[c, d] \subset(0,1), \exists(\Lambda, \delta) \in\left(\mathbb{R}_{+}^{*}\right)^{2}$, such that $\mathbb{E}\left[\left(\mathbf{B}(t, H)-\mathbf{B}\left(t, H^{\prime}\right)\right)^{2}\right] \leq$ $\Lambda\left|H-H^{\prime}\right|^{\delta}$, for all $\left(t, H, H^{\prime}\right)$ in $[a, b] \times[c, d]^{2}$.
Using the equality $\mathbb{E}\left[(\mathbf{B}(t, H)-\mathbf{B}(s, H))^{2}\right]=|t-s|^{2 H}$ and the triangular inequality for the $L^{2}$-norm, Assumption $\left(\mathcal{H}_{1}\right)$ is seen to be equivalent to the following one:
$(\mathcal{H}): \forall[a, b] \times[c, d] \in \mathbb{R} \times(0,1), \exists(\Lambda, \delta) \in\left(\mathbb{R}_{+}^{*}\right)^{2}$, s.t. $\mathbb{E}\left[\left(\mathbf{B}(t, H)-\mathbf{B}\left(s, H^{\prime}\right)\right)^{2}\right] \leq$ $\Lambda|t-s|^{2 c}+\left|H-H^{\prime}\right|^{\delta}$, for all $\left(t, s, H, H^{\prime}\right) \in[a, b]^{2} \times[c, d]^{2}$.
Thus, we will refer either to assumption $\left(\mathcal{H}_{1}\right)$ or $(\mathcal{H})$ in the sequel.
Remark 4.1. Assumption ( $\mathcal{H}$ ) entails that the map $\left(t, s, H, H^{\prime}\right) \mapsto \mathbb{E}\left[\mathbf{B}(t, H) \mathbf{B}\left(s, H^{\prime}\right)\right]$ is continuous on $\mathbb{R}^{2} \times(0,1)^{2}$.

### 4.2 Approximation of multifractional Brownian motion

Since an mBm is just a continuous path traced on a fractional Brownian field, a natural question is to enquire whether it may be approximated by patching adequately chosen fBms, and in which sense.

Heuristically, for $a<b$, we divide $[a, b)$ into "small" intervals $\left[t_{i}, t_{i+1}\right)$, and replace on each of these $B^{h}$ by the $\mathrm{fBm} B^{H_{i}}$ where $H_{i}:=h\left(t_{i}\right)$. It seems reasonable to expect that the resulting process $\sum_{i} B_{t}^{H_{i}} \mathbf{1}_{\left[t_{i}, t_{i+1}\right)}(t)$ will converge, in a sense to be made precise, to $B^{h}$ when the sizes of the intervals $\left[t_{i}, t_{i+1}\right)$ go to 0 .
Our aim in this section is to make this line of thought rigorous.

### 4.2.1 Approximation of mBm by piecewise fBms

In the sequel, we fix a fractional Brownian field $\mathbf{B}$ and a continuous function $h$, thus an mBm, noted $B^{h}$. We aim to prove that this mBm can be approximated on every compact interval $[a, b]$ by patching together fractional Brownian motions defined on a sequence of partitions of $[a, b]$. In that view, we choose an increasing sequence $\left(q_{n}\right)_{n \in \mathbb{N}}$ of integers such that $q_{0}:=1$. For a compact interval $[a, b]$ of $\mathbb{R}$ and $n \in \mathbb{N}$, let $x^{(n)}:=\left\{x_{k}^{(n)} ; k \in\left[\left[0, q_{n}\right]\right]\right\}$ where $x_{k}^{(n)}:=a+k \frac{(b-a)}{q_{n}}$ (for integers $p$ and $q$ with $p<q,[[p, q]]$ denotes the set $\{p, p+1, \ldots, q\})$. Define, for $n \in \mathbb{N}$, the partition $\mathcal{A}_{n}:=\left\{\left[x_{k}^{(n)}, x_{k+1}^{(n)}\right) ; k \in\left[\left[0, q_{n}-1\right]\right]\right\} \cup\left\{x_{q_{n}}^{(n)}\right\}$. Thus, $\mathcal{A}:=\left(\mathcal{A}_{n}\right)_{n \in \mathbb{N}}$ is a sequence of partitions of $[a, b]$ with mesh size that tends to 0 as $n$ tends to $+\infty$. For $t$ in $[a, b]$ and $n \in \mathbb{N}$, there exists a unique integer $p$ in $\left[\left[0, q_{n}-1\right]\right]$ such that $x_{p}^{(n)} \leq t<x_{p+1}^{(n)}$. We will note $x_{t}^{(n)}$ the real $x_{p}^{(n)}$ in the sequel. The sequence $\left(x_{t}^{(n)}\right)_{n \in \mathbb{N}}$ converges to $t$ as $n$ tends to $+\infty$. Besides, define for $n \in \mathbb{N}$, the function $h_{n}:[a, b] \rightarrow(0,1)$ by setting $h_{n}(b)=h(b)$ and, for any $t$ in $[a, b), h_{n}(t):=h\left(x_{t}^{(n)}\right)$. The sequence of step functions $\left(h_{n}\right)_{n \in \mathbb{N}}$ converges pointwise to $h$ on $[a, b]$. Define, for $t$ in $[a, b]$ and $n \in \mathbb{N}$, the process

$$
\begin{equation*}
B_{t}^{h_{n}}:=\mathbf{B}\left(t, h_{n}(t)\right)=\sum_{k=0}^{q_{n}-1} \mathbf{1}_{\left[x_{k}^{(n)}, x_{k+1}^{(n)}\right)}(t) \mathbf{B}\left(t, h\left(x_{k}^{(n)}\right)+\mathbf{1}_{\{b\}}(t) \mathbf{B}(b, h(b)) .\right. \tag{4.1}
\end{equation*}
$$

Note that, despite the notation, the process $B^{h_{n}}$ is not an mBm , as $h_{n}$ is not continuous. We believe however there is no risk of confusion in using this notation. $B^{h_{n}}$ is almost surely càdlàg and discontinuous at times $x_{k}^{(n)}, k \in\left[\left[0, q_{n}\right]\right]$.
The following theorem shows that the mBm appears as a limit of sums of fBms:
Theorem 4.1. (Approximation theorem). Let $\mathbf{B}$ be a fractional Brownian field, $h$ : $\mathbb{R} \rightarrow(0,1)$ be a continuous deterministic function and $B^{h}$ be the associated $m B m$. Let $[a, b]$ be a compact interval of $\mathbb{R}, \mathcal{A}$ be a sequence of partitions as defined above, and consider the sequence of processes defined in (4.1). Then,

1. If $\mathbf{B}$ is such that the map $C:\left(t, s, H, H^{\prime}\right) \mapsto \mathbf{E}\left[\mathbf{B}(t, H) \mathbf{B}\left(s, H^{\prime}\right)\right]$ is continuous on $[a, b]^{2} \times h([a, b])^{2}$ then the sequence of processes $\left(B^{h_{n}}\right)_{n \in \mathbb{N}}$ converges in $L^{2}(\Omega)$
to $B^{h}$,i.e.,

$$
\forall t \in[a, b], \lim _{n \rightarrow+\infty} \mathbf{E}\left[\left(B_{t}^{h_{n}}-B_{t}^{h}\right)^{2}\right]=0
$$

2. If $\mathbf{B}$ satisfies the assumption $(\mathcal{H})$ and if $h$ is $\beta$-Hölder continuous for some positive real $\beta$, then the sequence of processes $\left(B^{h_{n}}\right)_{n \in \mathbb{N}}$ converges
(i) in law to $B^{h}$, i.e., $\left\{B_{t}^{h_{n}} ; t \in[a, b]\right\} \longrightarrow_{n \rightarrow+\infty}^{l a w}\left\{B_{t}^{h} ; t \in[a, b]\right\}$.
(ii) almost surely to $B^{h}$, i.e., $P\left(\left\{\forall t \in[a, b], \lim _{n \rightarrow+\infty} B_{t}^{h_{n}}=B_{t}^{h}\right\}\right)=1$.

Before we proceed to the proof, we note that point 2(i) is a statement different from the well-known localisability of mBm , i.e., the fact that the moving average (see[50]), harmonizable (see [8]) and Volterra mBms (see [10]) are all "tangents" to fBms in the following sense: for every real $u$,

$$
\left\{\frac{B_{u+r t}^{h}-B_{u}^{h}}{r^{h(u)}} ; t \in[a, b]\right\} \longrightarrow_{r \rightarrow 0^{+}}^{l a w}\left\{B_{t}^{h(u)} ; t \in[a, b]\right\}
$$

## Proof:

1. Let $t \in[a, b]$. For any $n \in \mathbb{N}$, one computes $\mathbf{E}\left[\left(B_{t}^{h_{n}}-B_{t}^{h}\right)^{2}\right]=C\left(t, t, h\left(x_{t}^{(n)}\right), h\left(x_{t}^{(n)}\right)\right)-2 C\left(t, t, h\left(x_{t}^{(n)}\right), h(t)\right)+C(t, t, h(t), h(t))$.

The continuity of the maps $h,\left(t, H, H^{\prime}\right) \mapsto C\left(t, t, H, H^{\prime}\right)$ and the fact that $\lim _{n \rightarrow+\infty} x_{t}^{(n)}=t$ entails that $\lim _{n \rightarrow \infty} \mathbf{E}\left[\left(B_{t}^{h_{n}}-B_{t}^{h}\right)^{2}\right]=0$
2. By assumption, there exists $(\eta, \beta)$ in $\mathbb{R}_{*}^{+} \times \mathbb{R}_{*}^{+}$such that for all $(s, t)$ in $[a, b]$,

$$
\begin{equation*}
|h(s)-h(t)|=\eta|s-t|^{\beta} . \tag{4.2}
\end{equation*}
$$

(i) We proceed as usual in two steps (see for example [20, 55]), a):finitedimensional convergence and $\mathbf{b}$ ):tightness of the sequence of probability measures $\left(P o B^{h_{n}}\right)_{n \in \mathbb{N}}$.

## a) Finite dimensional convergence

Since the processes $B^{h}$ and $B^{h_{n}}$ defined by (4.1) are centred and Gaussian, it is sufficient to prove that $\lim _{n \rightarrow \infty} \mathbf{E}\left[B_{t}^{h_{n}} B_{s}^{h_{n}}\right]=\mathbf{E}\left[B_{t}^{h} B_{s}^{h}\right]$ for every $(s, t)$ in $[a, b]^{2}$.
The cases where $t=b$ or $s=t$ are consequences of point 1 . above. We now assume that $a \leq s<t<b$. One computes

$$
\mathbf{E}\left[B_{t}^{h_{n}} B_{s}^{h_{n}}\right]=\sum_{(k, j) \in\left[\left[0, q_{n}-1\right]\right]^{2}} \mathbf{1}_{\left[x_{k}^{(n)}, x_{k+1}^{(n)}\right)}(t) \mathbf{1}_{\left[x_{j}^{(n)}, x_{j+1}^{(n)}\right)}(s) \mathbf{E}\left[\mathbf{B}\left(t, h_{n}(t)\right) \mathbf{B}\left(s, h_{n}(s)\right)\right] .
$$

Hence, $\mathbf{E}\left[B_{t}^{h_{n}} B_{s}^{h_{n}}\right]=\mathbf{E}\left[\mathbf{B}\left(t, h\left(x_{t}^{(n)}\right)\right) \mathbf{B}\left(s, h\left(x_{s}^{(n)}\right)\right)\right]$ for all large enough integers $n$ (i.e., such that $x_{s}^{(n)} \leq s<x_{t}^{(n)} \leq t$ ). The continuity of $h$, and the fact that $\lim _{n \rightarrow \infty}\left(x_{t}^{(n)}, x_{s}^{(n)}\right)=(t, s)$ entail that $\lim _{n \rightarrow \infty} \mathbf{E}\left[B_{t}^{h_{n}} B_{s}^{h_{n}}\right]=$ $\mathbf{E}\left[B_{t}^{h} B_{s}^{h}\right]$.
b) Tightness of the sequence of probability measures $\left(P o B^{h_{n}}\right)_{n \in \mathbb{N}}$. We are in the particular case where a sequence of càdlàg processes converges to a continuous one. The theorem on page 92 of [53] applies to this situation: it is sufficient to show that, for every positive reals $\varepsilon$ and $\tau$, there exists an integer $m$ and a grid $\left\{t_{i}\right\}_{i \in[0, m]]}$, such that $a=t_{0}<t_{1}<\ldots<t_{m}=b$,

$$
\begin{equation*}
\lim \sup _{n \rightarrow+\infty} P\left(\left\{\max _{0 \leq i \leq m} \sup _{t \in\left[t_{i} ; t_{i+1}\right)}\left|B_{t}^{h_{n}}-B_{t_{i}}^{h_{n}}\right|>\tau\right\}\right)<\varepsilon \tag{4.3}
\end{equation*}
$$

Denote $c: \mathbb{R}_{+}^{*} \rightarrow \mathbb{R}$ the modulus of continuity of the map $(t, u) \mapsto$ $\mathbf{B}(t, h(u))$, defined on $[a, b] \times[a, b]$, that is:

$$
c(\delta):=\sup _{\left|t_{1}-t_{2}\right|<\delta,\left|u_{1}-u_{2}\right|<\delta}\left|\mathbf{B}\left(t_{1}, h\left(u_{1}\right)\right)-\mathbf{B}\left(t_{2}, h\left(u_{2}\right)\right)\right|
$$

Since the map $(t, u) \mapsto \mathbf{B}(t, h(u)$ is almost surely uniformly continuous on $[a, b]^{2}, c(\delta)$ tends almost surely to 0 when $\delta$ tends to 0 .

Let us now fix $(\varepsilon, \tau)$ in $\left(\mathbb{R}_{+}^{*}\right)^{2}$ Choose $\delta>0$ such that $P(c(\delta)>\tau)<$ $\varepsilon, m:=m(\tau, \varepsilon)$ and $\Delta_{m}^{\prime}:=\left\{t_{i} ; i \in[[0, m]]\right\}$, with $a=t_{0}<t_{1}<\ldots<$ $t_{m}=b$, such that $\left|\Delta_{m}^{\prime}\right|<\frac{\delta}{2}$, where $\left|\Delta_{m}^{\prime}\right|:=\max _{i=0, \ldots, m-1}\left|t_{i+1}-t_{i}\right|$. Finally, denote $N$ the smallest positive integer $n$ such that $\left|\Delta_{n}\right|:=$ $\frac{(b-a)}{q_{n}}<\frac{\delta}{4}$.
Define $A_{(m, n)}:=\max _{0 \leq i \leq m} \sup _{t \in\left[t_{i} ; t_{i+1}\right)}\left|B_{t}^{h_{n}}-B_{t_{i}}^{h_{n}}\right|$.
Since $\left|t-x_{t}^{(n)}\right| \leq\left|\Delta_{n}\right|$ for every $t$ in $[a, b]$, the following inequalities hold almost surely:

$$
\begin{aligned}
& A_{(m, n)}:=\max _{0 \leq i \leq m} \sup _{t \in\left[t_{i} ; t_{i+1}\right)}\left|\mathbf{B}\left(t, h\left(x_{t}^{(n)}\right)\right)-\mathbf{B}\left(t_{i}, h\left(x_{t_{i}}^{(n)}\right)\right)\right| \\
& \leq \max _{0 \leq i \leq m} \sup _{t \in\left[t_{i} ; t_{i+1}\right)} \sup _{\left(u, u^{\prime}\right):|t-u|<\left|\Delta_{n}\right|,\left|t_{i}-u^{\prime}\right|<\left|\Delta_{n}\right|}\left|\mathbf{B}(t, h(u))-\mathbf{B}\left(t_{i}, h\left(u^{\prime}\right)\right)\right| \\
& \leq \sup _{\left|s_{1}-s_{2}\right|<\left|\Delta_{m}^{\prime}\right|,\left|u_{1}-u_{2}\right|<2\left|\Delta_{n}\right|+\left|\Delta_{m}^{\prime}\right|}\left|\mathbf{B}\left(s_{1}, h\left(u_{1}\right)\right)-\mathbf{B}\left(s_{2}, h\left(u_{2}\right)\right)\right| \\
& \leq c\left(2\left|\Delta_{n}\right|+\left|\Delta_{m}^{\prime}\right|\right) \\
& \leq c(\delta)
\end{aligned}
$$

We have proved that $P\left(A_{(m, n)}>\tau\right) \leq P(c(\delta)>\tau)$. This establishes (4.3)

## (ii) Almost sure convergence

Denote $\tilde{\Omega}$ the measurable subset of $\Omega$, verifying $P(\tilde{\Omega})=1$, such that for every $\omega \in \tilde{\Omega},(t, H) \mapsto B(t, H)(\omega)$ is continuous on $[a, b] \times\left[H_{1}, H_{2}\right]$. Then, for every $\omega$ in $\Omega$, we get:

$$
\begin{aligned}
& \left.\left|B_{t}^{h_{n}}\left(\omega^{\prime}\right)-B_{t}^{h}\left(\omega^{\prime}\right)\right|=\mid B\left(t, h_{n}(t)\right)\right)\left(\omega^{\prime}\right)-B(t, h(t))\left(\omega^{\prime}\right)|=| B\left(t, h\left(x_{t}^{(n)}\right)\right)\left(\omega^{\prime}\right)- \\
& B(t, h(t))\left(\omega^{\prime}\right) \mid \rightarrow_{n \rightarrow+\infty} 0
\end{aligned}
$$

This ends the proof.
Remark 4.2. With some additional work, one may establish the almost sure convergence of $\left(B^{h_{n}}\right) n \in \mathbb{N}$ under the sole condition of the continuity of $h$.

### 4.3 Stochastic integration w.r.t. mBm as limits of integral w.r.t fBm

The results of the previous section, especially 2 (i) of theorem 4.1, suggest that one may define stochastic integrals with respect to mBm as limits of integrals with respect to approximating fBms . We formalize this intuition in the present section.
We consider as above a fractional field $(\mathbf{B}(t, H))_{(t, H) \in \mathbb{R} \times(0,1)}$, but assume in addition that the field is $C^{1}$ in $H$ on $(0,1)$ in the $L^{2}(\Omega)$ sense, i.e., we assume that the map $H \mapsto \mathbf{B}(t, H)$, from $(0,1)$ to $L^{2}(\Omega)$, is $C^{1}$ for every real $t$. We will denote $\frac{\partial \mathbf{B}}{\partial H}\left(t, H^{\prime}\right)$ the $L^{2}(\Omega)$-derivative at point $H^{\prime}$ of the map $H \mapsto \mathbf{B}(t, H)$. The field $\left(\frac{\partial \mathbf{B}(t, H)}{\partial H}\right)_{(t, H) \in \mathbb{R} \times(0,1)}$ is of course Gaussian. We will need that the derivative field satisfies the same assumption $\left(\mathcal{H}_{1}\right)$ as $\mathbf{B}(t, H)$. More precisely, from now on, we assume that $\mathbf{B}(t, H)$ satisfies $\left(\mathcal{H}_{2}\right)$ :
$\left(\mathcal{H}_{2}\right):$ For all $[a, b] \times[c, d] \subset \mathbb{R} \times(0,1), H \mapsto \mathbf{B}(t, H)$ is $C_{1}$ in the $L^{2}(\Omega)$ sense from $(0,1)$ to $L^{2}(\Omega)$ for every $t$ in $[a, b]$, and there exists $(\Delta, \alpha, \lambda) \in\left(R_{+}^{*}\right)^{3}$ such that, for all $\left(t, s, H, H^{\prime}\right)$ in $[a, b]^{2} \times[c, d]^{2}$,

$$
\mathbf{E}\left[\left(\frac{\partial \mathbf{B}}{\partial H}(t, H)-\frac{\partial \mathbf{B}}{\partial H}\left(s, H^{\prime}\right)\right)^{2}\right] \leq \Delta\left(|t-s|^{\alpha}+\left|H-H^{\prime}\right|^{\lambda}\right)
$$

Proposition 4.3.1. The fractional Brownian fields $\mathbf{B}_{i}:=\left(\mathbf{B}_{i}(t, H)\right)_{(t, H) \in \mathbb{R} \times(0,1)}, i \in$ [[1, 4]], verify Assumption $\left(\mathcal{H}_{2}\right)$.

Proof 4.3.1. : The proof of this proposition in the case of $\mathbf{B}_{1}$ and $\mathbf{B}_{2}$ may be found in Appendix $B$ in [38]. The ones for $\mathbf{B}_{3}$ and $\mathbf{B}_{4}$ are easily obtained using results from [50] and [10] and are left to the reader.

In the remaining of the paper (except in theorem 4.2), we consider a $C_{1}$ deterministic function $h: \mathbb{R} \rightarrow(0,1)$, a fractional field $\mathbf{B}$ which fulfills the assumptions $\left(\mathcal{H}_{1}\right)$ and $\left(\mathcal{H}_{2}\right)$, and the associated $\mathrm{mBm} B_{t}^{h}:=\mathbf{B}(t, h(t))$.
We now explain in a heuristic way how to define an integral with respect to mBm
using approximating fBms . Write the "differential" of $\mathbf{B}(t, H)$ :

$$
d \mathbf{B}(t, H)=\frac{\partial \mathbf{B}}{\partial t}(t, H) d t+\frac{\partial \mathbf{B}}{\partial H}(t, H) d H
$$

Of course, this is only formal as $t \mapsto \mathbf{B}(t, H)$ is not differentiable in the $L^{2}$-sense nor almost surely with respect to $t$. It is, however, in the sense of Hida distributions, but we are not interested in this fact at this stage. With a differentiable function $h$ in place of $H$, this (again formally) yields

$$
\begin{equation*}
d \mathbf{B}(t, h(t))=\frac{\partial \mathbf{B}}{\partial t}(t, h(t)) d t+h^{\prime}(t) \frac{\partial \mathbf{B}}{\partial H}(t, h(t)) d t \tag{4.4}
\end{equation*}
$$

The second term on the right-hand side of (4.4) is defined for almost every $\omega$ and every real $t$ by assumption. Moreover, it is almost surely continuous as a function of $t$ and thus Riemann integrable on compact intervals.
On the other hand, the first term of (4.4) has no meaning a priori since mBm is not differentiable with respect to $t$. However, since stochastic integrals with respect to fBm do exist, we are able to give a sense to $t \mapsto \frac{\partial \mathbf{B}}{\partial t}(t, H)$ for every fixed $H$ in $(0,1)$. Continuing with our heuristic reasoning, we then approximate $\frac{\partial \mathbf{B}}{\partial t}(t, h(t))$ by $\lim _{n \rightarrow+\infty} \sum_{k=0}^{q_{n}-1} \mathbf{1}_{\left[x_{k}^{(n)}, x_{k+1}^{(n)}\right)}(t) \frac{\partial \mathbf{B}}{\partial t}\left(t, h_{n}(t)\right)$. This formally yields:

$$
\begin{equation*}
d \mathbf{B}\left(t, h(t) \approx \lim _{n \rightarrow+\infty} \sum_{k=0}^{q_{n}-1} \mathbf{1}_{\left[x_{k}^{(n)}, x_{k+1}^{(n)}\right)}(t) \frac{\partial \mathbf{B}}{\partial t}\left(t, h_{n}(t)\right) d t+h^{\prime}(t) \frac{\partial \mathbf{B}}{\partial H}(t, h(t)) d t\right. \tag{4.5}
\end{equation*}
$$

Assuming we may exchange integrals and limits, we would thus like to define, for suitable processes $Y$,

$$
\begin{equation*}
\int_{0}^{1} Y_{t} d \mathbf{B}(t, h(t))=\lim _{n \rightarrow+\infty} \sum_{k=0}^{q_{n}-1} \int_{x_{k}^{(n)}}^{x_{k+1}^{(n)}} Y_{t} d B_{t}^{h\left(x_{k}^{(n)}\right)}+\int_{0}^{1} Y_{t} h^{\prime}(t) \frac{\partial \mathbf{B}}{\partial H}(t, h(t)) d t \tag{4.6}
\end{equation*}
$$

where the first term of the right-hand side of (4.6) is a limit, in a sense to be made precise depending on the method of integration, of a sum of integrals with respect to
fBms and the second term is a Riemann integral or an integral in a weaker sense (see section 4 in the paper[38]).
In order to make the above ideas more precise, let us fix some notations. $(\mathcal{M})$ will denote a given method of integration with respect to fBm (e.g Skorohod, white noise, pathwise, $\ldots$ ). For the sake of notational simplicity, we will consider integrals over the interval $[0,1]$. For $H$ in $(0,1)$, denote $\int_{0}^{1} Y_{t} d^{(\mathcal{M})} B_{t}^{H}$ the integral of $Y:=\left(Y_{t}\right)_{t \in[0,1]}$ on $[0,1]$ with respect to the $\mathrm{fBm} B^{H}$, in the sense of $\operatorname{method}(\mathcal{M})$, assuming it exists. The following notation will be useful:
Notation (integral with respect to lumped fBms) Let $Y:=\left(Y_{t}\right)_{t \in[0,1]}$ be a real-valued process on $[0,1]$ which is integrable with respect to all fBms of index $H$ in $h([0,1])$ in the sense of method $(\mathcal{M})$. We denote the integral with respect to lumped fBms in the sense of $\operatorname{method}(\mathcal{M})$ by:

$$
\begin{equation*}
\int_{0}^{1} Y_{t} d^{(\mathcal{M})} B_{t}^{h_{n}}:=\sum_{k=0}^{q_{n}-1} \int_{0}^{1} \mathbf{1}_{\left[x_{k}^{(n)}, x_{k+1}^{(n)}\right)}(t) Y_{t} d^{(\mathcal{M})} B_{t}^{h\left(x_{k}^{(n)}\right)}, n \in \mathbb{N} \tag{4.7}
\end{equation*}
$$

(we use the same notations as in section 2: $\left(q_{n}\right)_{n \in \mathbb{N}}$ is an increasing sequence of integers with $q_{0}=1$ and the family $x^{(n)}:=\left\{x_{k}^{(n)} ; k \in\left[\left[0, q_{n}\right]\right]\right\}$ is defined by $x^{(n)}:=\frac{k}{q_{n}}$ for $k$ in $\left.\left[\left[0, q_{n}\right]\right]\right)$. With this notation, our tentative definition of an integral w.r.t. to mBm (4.7) reads:

$$
\begin{equation*}
\int_{0}^{1} Y_{t} d \mathbf{B}(t, h(t)):=\lim _{n \rightarrow+\infty} \int_{0}^{1} Y_{t} d^{(\mathcal{M})} B_{t}^{h_{n}}+\int_{0}^{1} Y_{t} h^{\prime}(t) \frac{\partial \mathbf{B}}{\partial H}(t, h(t)) d t \tag{4.8}
\end{equation*}
$$

The interest of (4.6) is that it allows to use any of the numerous definitions of stochastic integrals with respect to fBm , and automatically obtain a corresponding integral with respect to the mBm . It is worthwhile to note that, with this approach, an integral with respect to the mBm is a sum of two terms: the first one seems to depend only on the chosen method for integrating with respect to fBm (for instance, a white noise or pathwise Riemann integral), while the second is an integral which appears to depend only on the field used to define the chosen mBm , i.e., essentially on its correlation structure. This second term will imply that the integral with respect to
the moving average mBm, for instance, is different from the one with respect to the harmonisable mBm . As the example of simple processes in the next subsection will show, the second term does however also depend on the integration method with respect to fBm .
Note that the nature of $\int_{0}^{1} Y_{t} d^{(\mathcal{M})} B_{t}^{h_{n}}$ depends on $(\mathcal{M})$. For example, $\int_{0}^{1} Y_{t} d^{(\mathcal{M})} B_{t}^{H}$ and hence $\int_{0}^{1} Y_{t} d^{(\mathcal{M})} B_{t}^{h_{n}}$ will belong to $L^{2}(\Omega)$ if $(\mathcal{M})$ denotes the Skorohod integral, whereas $\int_{0}^{1} Y_{t} d(\mathcal{M}) B_{t}^{H}$ and hence $\int_{0}^{1} Y_{t} d^{(\mathcal{M})} B_{t}^{h_{n}}$ belong to the space $(\mathcal{S})^{*}$ of stochastic distributions when $(\mathcal{M})$ denotes the integral in the sense of white noise theory.
We will write $\int_{0}^{1} Y_{t} d(\mathcal{M}) B_{t}^{h}$ for the integral of $Y$ on $[0,1]$ with respect to mBm in the sense of $(\mathcal{M})$ (which is yet to be defined). When we do not want to specify a particular method but instead wish to refer to all methods at the same time, we will write $\int_{0}^{1} Y_{t} d B_{t}^{h_{n}}$ and $\int_{0}^{1} Y_{t} d B_{t}^{h}$ instead of $\int_{0}^{1} Y_{t} d^{(\mathcal{M})} B_{t}^{h_{n}}$ and $\int_{0}^{1} Y_{t} d^{(\mathcal{M})} B_{t}^{h}$. In order to gain a better understanding of our approach, we explore in the following subsection the particular cases of simple deterministic and then random integrands.

### 4.3.1 Integral with respect to mBm through approximating fBms

We now define in a precise way our integral with respect to the mBm . Let $\left(E,\| \| \|_{E}\right)$ and $\left(F,\| \|_{F}\right)$ be two normed linear spaces, endowed with their Borel $\sigma$-field $\mathcal{B}(E)$ and $\mathcal{B}(F)$. Let $Y:=\left(Y_{t}\right)_{t \in[0,1]}$ be an $E$-valued process (i.e., $Y_{t}$ belongs to $E$ for every real $t$ in $[0,1]$ and $t \mapsto Y_{t}$ is measurable from $(0,1)$ to $(E, \mathfrak{B}(E))$ ). Fix an integration $\operatorname{method}(\mathcal{M})$. As explained in the previous subsection, we wish to define the integral w.r.t. an $\mathrm{mBm} B^{h}$ in the sense of $(\mathcal{M})$ by a formula of the kind:

$$
\begin{equation*}
\int_{0}^{1} Y_{t} d^{(\mathcal{M})} B_{t}^{h}:=\lim _{n \rightarrow+\infty} \int_{0}^{1} Y_{t} d^{(\mathcal{M})} B_{t}^{h_{n}}+\int_{0}^{1} h^{\prime}(t) Y_{t} * \frac{\partial \mathbf{B}}{\partial H}(t, h(t)) d t \tag{4.9}
\end{equation*}
$$

where the meaning of the limit depends on $(\mathcal{M})$ and where $*$ denotes the ordinary product (in the case of pathwise integrals) or Wick product (in other cases) depending on $(\mathcal{M})$. For this formula to make sense, it is certainly necessary that $Y$ be $(\mathcal{M})$ -
integrable w.r.t. fBm of all exponents $\alpha$ in $h([0,1])$. We thus define, for $\alpha \in(0,1)$,

$$
\mathcal{H}_{E}^{\alpha}:=\left\{Y \in E^{[0,1]}: \int_{[0,1]} Y_{t} d^{(\mathcal{M})} B_{t}^{\alpha} \text { exists and belongs to } F\right\}
$$

and

$$
\mathcal{H}^{E}=\cap_{\alpha \in h([0,1])} \mathcal{H}_{E}^{\alpha}
$$

We will always assume that there exist a subset $\Lambda_{E}$ of $\mathcal{H}_{E}$ (maybe equal to $\mathcal{H}_{E}$ ) which may be endowed with a norm $\left\|\left\|\|_{\Lambda_{E}}\right.\right.$ such that $\left(\Lambda_{E},\| \| \|_{E}\right)$ is complete and which satisfies the following property: there exist $M>0$ and a real $\chi$ such that for all partitions of $[0,1]$ in intervals $A_{1}, \ldots, A_{n}$ of equal size $\frac{1}{n}$,

$$
\begin{equation*}
\left\|Y \cdot \mathbf{1}_{A_{1}}\right\|_{\Lambda_{E}}+\ldots+\left\|Y \cdot \mathbf{1}_{A_{n}}\right\|_{\Lambda_{E}} \leq M n^{\chi}\|Y\|_{\Lambda_{E}} \tag{4.10}
\end{equation*}
$$

When $Y$ belongs to $\Lambda_{E}$, definition (4.10) will be a valid one as soon as the limit and the last term on the right hand side exist. It turns out that a simple sufficient condition guarantees the existence of the limit of the integral w.r.t. lumped fBms.
Define, for $n \in \mathbb{N}$, the map

$$
\begin{gather*}
L_{n}: \Lambda_{E} \rightarrow F \\
Y \mapsto \int_{[0,1]} Y_{t} d^{(\mathcal{M})} B_{t}^{h_{n}} . \tag{4.11}
\end{gather*}
$$

Before giving the main result of this section, namely theorem (4.2), we indicate that the spaces $E$ and $F$ are $E(\omega):=\mathbb{R}$ and $F(\omega):=\mathbb{R}$ for a pathwise integral. The following theorem provides a sufficient condition under which $\left(L_{n}(Y)\right)_{n \in \mathbb{N}}$ converges in $F$. We use again the notations of section 2 .

Theorem 4.2. Let $h$ be a $\beta$-Hölder function. Assume that the function $\mathcal{I}: \Lambda_{E} \times$ $(0,1) \rightarrow F$ defined by:

$$
\mathcal{I}(Y, \alpha):=\int_{[0,1]} Y_{t} d B_{t}^{\alpha}
$$

is $\theta$-Hölder continuous with respect to $\alpha$ uniformly in $Y$ for a real number $\theta>0$, i.e., there exists $K>0$ such that:

$$
\begin{equation*}
\forall Y \in \Lambda_{E}, \forall\left(\alpha, \alpha^{\prime}\right) \in(0,1)^{2},\left\|\mathcal{I}(Y, \alpha)-\mathcal{I}\left(Y, \alpha^{\prime}\right)\right\|_{F} \leq K\left|\alpha-\alpha^{\prime}\right|^{\theta}\|Y\|_{\Lambda_{E}} \tag{4.12}
\end{equation*}
$$

Choose an increasing sequence $\left(q_{n}\right)_{n \in \mathbb{N}}$ of positive integers such that $\sum_{n=0}^{+\infty} \frac{q_{n+1}^{\chi}}{q_{n}^{\beta \theta}}<+\infty$. Then, the sequence of functions $\left(L_{n}\right)_{n \in \mathbb{N}}$ defined in (4.11) converges pointwise to a function $L: \Lambda_{E} \rightarrow F$.

Proof 4.3.2. For the sake of simplicity, we will establish the result only in the case where the sequence $\mathcal{A}=\left(\mathcal{A}_{n}\right)_{n \in \mathbb{N}}$ of partitions of $[0,1]$ is nested. Thus, for any point $x_{i}^{(n)}$ there exists a unique integer, denoted $k_{i}$, such that $x_{i}^{(n)}=x_{k_{i}}^{(n+1)}$. For $n$ in $\mathbb{N}$ and $Y$ in $\Lambda_{E}, L_{n}(Y)$ may be written as

$$
L_{n}(Y)=\sum_{p=0}^{q_{n}-1} \sum_{l=k_{p}}^{k_{p+1}-1} \int_{\left[x_{l}^{(n+1)}, x_{l+1}^{(n+1)}\right)} Y_{t} d B_{t}^{h\left(x_{k_{p}}^{(n+1)}\right)}
$$

while $L_{n+1}(Y)$ may be decomposed as:

$$
L_{n+1}(Y)=\sum_{p=0}^{q_{n}-1} \sum_{l=k_{p}}^{k_{p+1}-1} \int_{\left[x_{l}^{(n+1)}, x_{l+1}^{(n+1)}\right)} Y_{t} d B_{t}^{h\left(x_{l}^{(n+1)}\right)}
$$

Setting $\Phi_{n}:=\left\|L_{n}(Y)-L_{n+1}(Y)\right\|_{F}$, and using (4.12), (4.2) and then (4.10), one gets:

$$
\begin{aligned}
& \Phi_{n}=\left\|\sum_{p=0}^{q_{n}-1} \sum_{l=k_{p}}^{k_{p+1}-1}\left(\mathcal{I}\left(Y . \mathbf{1}_{\left[x_{l}^{(n+1)}, x_{l+1}^{(n+1)}\right)}, h\left(x_{l}^{(n+1)}\right)\right)-\mathcal{I}\left(Y \cdot \mathbf{1}_{\left[x_{l}^{(n+1)}, x_{l+1}^{(n+1)}\right)}, h\left(x_{k_{p}}^{(n+1)}\right)\right)\right)\right\|_{F} \\
& \leq \sum_{p=0}^{q_{n}-1} \sum_{l=k_{p}}^{k_{p+1}-1}\left\|\left(\mathcal{I}\left(Y \cdot \mathbf{1}_{\left[x_{l}^{(n+1)}, x_{l+1}^{(n+1)}\right)}, h\left(x_{l}^{(n+1)}\right)\right)-\mathcal{I}\left(Y . \mathbf{1}_{\left[x_{l}^{(n+1)}, x_{l+1}^{(n+1)}\right.}, h\left(x_{k_{p}}^{(n+1)}\right)\right)\right)\right\|_{F} \\
& \leq K \sum_{p=0}^{q_{n}-1} \sum_{l=k_{p}}^{k_{p+1}-1}\left|h\left(x_{l}^{(n+1)}\right)-h\left(x_{k_{p}}^{(n+1)}\right)\right|^{\theta}\left\|Y \cdot \mathbf{1}_{\left[x_{l}^{(n+1)}, x_{l+1}^{(n+1)}\right)}\right\|_{\Lambda_{E}} \\
& \leq K \eta^{\theta} q_{n}^{-\beta \theta} \sum_{p=0}^{q_{n}-1} \sum_{l=k_{p}}^{k_{p+1-1}}\left\|Y \cdot \mathbf{1}_{\left[x_{l}^{(n+1)}, x_{l+1}^{(n+1)}\right)}\right\|_{\Lambda_{E}} \leq K M \eta^{\theta}\|Y\|_{\Lambda_{E}} q_{n}^{-\beta \theta} q_{n+1}^{\chi} .
\end{aligned}
$$

Since by assumption $\sum_{n=0}^{+\infty} \frac{q_{n+1}^{\chi}}{q_{n}^{\beta \theta}}<+\infty$, the series $\sum_{n \in \mathbb{N}}\left(L_{n+1}(Y)-L_{n}(Y)\right)$ converges absolutely and consequently $\left(L_{n}(Y)\right)_{n \in \mathbb{N}}$ converges to a limit $L(Y)$ as $n$ goes to infinity.

Remark 4.3. 1. When the sequence of partitions $\left(\mathcal{A}_{n}\right)_{n \in \mathbb{N}}$ is nested and in the typical case $q_{n}:=2^{n}$, the condition $\theta>\frac{\chi}{\beta}$ entails the convergence of $\sum_{n=0}^{+\infty} \frac{q_{n+1}^{\chi}}{q_{n}^{\beta \theta}}$. If, for instance, $q_{n}:=2^{2^{n}}$, one needs that $\theta>\frac{2 \chi}{\beta}$
2. In our applications below, we will always assume that $h$ is a $C_{1}$ function, and thus $\beta=1$.
For a process $Y$ in $\Lambda_{E}$, we will say that $t \mapsto h^{\prime}(t) Y_{t} \frac{\partial \mathbf{B}}{\partial H}(t, h(t))$ is integrable on $[0,1]$ if $\int_{[0,1]} h^{\prime}(t) Y_{t} \frac{\partial \mathbf{B}}{\partial H}(t, h(t)) d t$ exists for almost every $\omega$ in the case of $a$ pathwise integral.

Definition 4.3. [38] Let $\mathbf{B}$ be a fractional field fulfilling the assumptions $\left(\mathcal{H}_{1}\right)$ and $\left(\mathcal{H}_{2}\right)$. Let $B^{h}:=\mathbf{B}(., h()$.$) be an mBm traced on \mathbf{B}$ with $h$ a $C_{1}$ function. Assume moreover that the pathwise integral fulfills the condition (4.12) and let $Y:=\left(Y_{t}\right)_{t \in[0,1]}$ be an element of $\Lambda_{E}$ such that the map $t \mapsto h^{\prime}(t) Y_{t} \frac{\partial \mathbf{B}}{\partial H}(t, h(t))$ is integrable. The integral of $Y$ with respect to $B^{h}$ is defined as:

$$
\int_{0}^{1} Y_{t} d B_{t}^{h}:=\lim _{n \rightarrow \infty} \int_{0}^{1} Y_{t} d B_{t}^{h_{n}}+\int_{0}^{1} h^{\prime}(t) Y_{t} \frac{\partial \mathbf{B}}{\partial H}(t, h(t)) d t
$$

where the limit and equality both hold in $F$.

### 4.4 New approach for stochastic integration w.r.t multifractional Brownian motion

Theorem 4.3 (Definition). Let $\triangle=\left\{x_{k}^{(n)}, x_{k+1}^{(n)} ; k=\overline{0, q_{n}-1}\right\}$ be a partition of the subinterval $\left[x_{i}, x_{i+1}\right]$. We take the " right endpoint " $x_{i}^{(n)}$ as the evaluation point for the integrand. For an adapted stochastic process $f(t)$ and an instantly independent stochastic process $g(t)$, we define the stochastic integral of $f(t) g(t)$ to be the limit

$$
\int_{x_{k}^{(n)}}^{x_{k+1}^{(n)}} f(t) g(t) d B^{h\left(x_{k}^{(n)}\right)}(t)=\lim _{\|\Delta\| \rightarrow 0} \sum_{i=k}^{k+1} \psi_{1}^{h\left(x_{k}^{(n)}\right)}(f)\left(x_{i}^{(n)}\right) \psi_{2}^{h\left(x_{k}^{(n)}\right)}(g)\left(x_{i+1}^{(n)}\right)\left(B\left(x_{i+1}^{(n)}\right)-B\left(x_{i}^{(n)}\right)\right)
$$

For $h\left(x_{k}^{(n)}\right)>\frac{1}{2}:$ for each $k=\overline{0, q_{n}-1}$

$$
\begin{aligned}
& \int_{x_{k}^{(n)}}^{x_{k+1}^{(n)}} f(t) g(t) d B_{t}^{h\left(x_{k}^{(n)}\right)}=\int_{x_{k}^{(n)}}^{x_{k+1}^{(n)}}\left(K_{h\left(x_{k}^{(n)}\right)}^{*}(f \cdot g)(t)\right) d B_{t}, \\
& =\int_{x_{k}^{(n)}}^{x_{k+1}^{(n)}} \int_{t}^{x_{k+1}^{(n)}}(f \cdot g)(u) \frac{\partial K_{h\left(x_{k}^{(n)}\right)}^{\partial t}}{(u, t) d u d B_{t},} \\
& =C_{h\left(x_{k}^{(n)}\right)} \int_{x_{k}^{(n)}}^{x_{k+1}^{(n)}} \int_{t}^{x_{k+1}^{(n)}}(f \cdot g)(u)\left(\frac{u}{t}\right)^{h\left(x_{k}^{(n)}\right)-\frac{1}{2}}(u-t)^{h\left(x_{k}^{(n)}\right)-\frac{3}{2}} d u d B_{t}, \\
& =C_{h\left(x_{k}^{(n)}\right)} \int_{x_{k}^{(n)}}^{x_{k+1}^{(n)}} t^{\frac{1}{2}-h\left(x_{k}^{(n)}\right)} \int_{t}^{x_{k+1}^{(n)}} f(u) \cdot g(u) u^{h\left(x_{k}^{(n)}\right)-\frac{1}{2}}(u-t)^{h\left(x_{k}^{(n)}\right)-\frac{3}{2}} d u d B_{t}, \\
& =C_{h\left(x_{k}^{(n)}\right)} \int_{x_{k}^{(n)}}^{x_{k+1}^{(n)}} t^{\frac{1}{2}-h\left(x_{k}^{(n)}\right)}\left[\int_{t}^{x_{k+1}^{(n)}}\left(g(u) u^{h\left(x_{k}^{(n)}\right)-\frac{1}{2}}\right)^{\prime} \int_{u}^{x_{k+1}^{(n)}} f(y)(y-t)^{h\left(x_{k}^{(n)}\right)-\frac{3}{2}} d y d u\right] d B_{t}, \\
& =C_{h\left(x_{k}^{(n)}\right)} \times \\
& \int_{x_{k}^{(n)}}^{x_{k+1}^{(n)}} t^{\frac{1}{2}-h\left(x_{k}^{(n)}\right)}\left[\Gamma ( h ( x _ { k } ^ { ( n ) } ) - \frac { 1 } { 2 } ) \int _ { t } ^ { x _ { k + 1 } ^ { ( n ) } } ( g ( u ) u ^ { h ( x _ { k } ^ { ( n ) } ) - \frac { 1 } { 2 } } ) ^ { \prime } \left[-\frac{1}{\Gamma\left(h\left(x_{k}^{(n)}\right)-\frac{1}{2}\right)} \int_{t}^{u} f(y)(y-t)^{h\left(x_{k}^{(n)}\right)-\frac{3}{2}} d y\right.\right. \\
& \left.\left.+\frac{1}{\Gamma\left(h\left(x_{k}^{(n)}\right)-\frac{1}{2}\right)} \int_{t}^{x_{k+1}^{(n)}} f(y)(y-t)^{h\left(x_{k}^{(n)}\right)-\frac{3}{2}} d y\right] d u\right] d B_{t}, \\
& =C_{h\left(x_{k}^{(n)}\right)} \times \\
& \int_{x_{k}^{(n)}}^{x_{k+1}^{(n)}} t^{\frac{1}{2}-h\left(x_{k}^{(n)}\right)}\left[\Gamma\left(h\left(x_{k}^{(n)}\right)-\frac{1}{2}\right) \int_{t}^{x_{k+1}^{(n)}}\left(g(u) u^{h\left(x_{k}^{(n)}\right)-\frac{1}{2}}\right)^{\prime}\left(-\left(I_{u}^{h\left(x_{k}^{(n)}\right)-\frac{1}{2}} f\right)(t)+\left(I_{\left[x_{k+1}^{(n)}\right]}^{h\left(x_{k}^{(n)}\right)-\frac{1}{2}} f\right)(t)\right) d u\right] d B_{t} .
\end{aligned}
$$

Let

$$
\begin{gathered}
J=\Gamma\left(h\left(x_{k}^{(n)}\right)-\frac{1}{2}\right) \int_{t}^{x_{k+1}^{(n)}}\left(g(u) u^{h\left(x_{k}^{(n)}\right)-\frac{1}{2}}\right)^{\prime}\left(-\left(I_{u^{-}}^{h\left(x_{k}^{(n)}\right)-\frac{1}{2}} f\right)(t)+\left(I_{\left[x_{k+1}^{(n)}\right]}^{h\left(x_{h}^{(n)}\right)-\frac{1}{2}} f\right)(t)\right) d u \\
=\int_{t}^{x_{k+1}^{(n)}} f(u) . g(u) u^{h\left(x_{k}^{(n)}\right)-\frac{1}{2}}(u-t)^{h\left(x_{k}^{(n)}\right)-\frac{3}{2}} d u .
\end{gathered}
$$

Then ,

$$
\begin{aligned}
& J=-\Gamma\left(h\left(x_{k}^{(n)}\right)-\frac{1}{2}\right)\left[g(t) t^{h\left(x_{k}^{(n)}\right)-\frac{1}{2}}\left(I_{\left.\left.\left[x_{k+1}^{n}\right]\right]^{(n)}\right)-\frac{1}{2}}^{f}\right)(t)\right]-\Gamma\left(h\left(x_{k}^{(n)}\right)-\frac{1}{2}\right) \times \\
& \int_{t}^{x_{k+1}^{(n)}} g(u) u^{h\left(x_{k}^{(n)}\right)-\frac{1}{2}} \cdot f(u)(u-t)^{h\left(x_{k}^{(n)}\right)-\frac{3}{2}} d u \\
& =\int_{t}^{x_{k+1}^{(n)}} f(u) \cdot g(u) u^{h\left(x_{k}^{(n)}\right)-\frac{1}{2}}(u-t)^{h\left(x_{k}^{(n)}\right)-\frac{3}{2}} d u .
\end{aligned}
$$

It means that $J=\frac{-\Gamma\left(h\left(x_{k}^{(n)}\right)-\frac{1}{2}\right)}{1+\Gamma\left(h\left(x_{k}^{(n)}\right)-\frac{1}{2}\right)}\left[g(t) t^{t\left(x_{k}^{(n)}\right)-\frac{1}{2}}\left(I_{\left[x_{k+1}^{(n)}\right]^{-}}^{h\left(x_{k}^{(n)}\right)-\frac{1}{2}} f\right)(t)\right]$. Then,

$$
\begin{align*}
& \int_{x_{k}^{(n)}}^{x_{k+1}^{(n)}} f(t) g(t) d B_{t}^{h\left(x_{k}^{(n)}\right)}=\frac{-\Gamma\left(h\left(x_{k}^{(n)}\right)-\frac{1}{2}\right)}{1+\Gamma\left(h\left(x_{k}^{(n)}\right)-\frac{1}{2}\right)} C_{h\left(x_{k}^{(n)}\right)} \int_{x_{k}^{(n)}}^{x_{k+1}^{(n)}} g(t)\left(I_{\left.\left[x_{k+1}^{(n)}\right]^{h(n)}\right)-\frac{1}{2}}^{\left(x^{(n)}\right)(t) d B_{t},}\right. \\
& =\frac{-\Gamma\left(h\left(x_{k}^{(n)}\right)-\frac{1}{2}\right)}{1+\Gamma\left(h\left(x_{k}^{(n)}\right)-\frac{1}{2}\right)} C_{h\left(x_{k}^{(n)}\right)} \lim _{\|\Delta\| \rightarrow 0} \sum_{i=k}^{k+1}\left(I_{\left[x_{k+1}^{(n)}\right]^{(n)}-\frac{1}{2}}^{h(n)} f\right)\left(x_{i}^{(n)}\right) g\left(x_{i+1}^{(n)}\right)\left(B\left(x_{i+1}^{(n)}\right)-B\left(x_{i}^{(n)}\right)\right), \\
& =\lim _{\|\Delta\| \rightarrow 0} \sum_{i=k}^{k+1}\left(I_{\left[x_{k+1}^{(n)}\right]^{-}}^{h\left(x_{k}^{(n)}\right)-\frac{1}{2}} f\right)\left(x_{i}^{(n)}\right) \frac{-\Gamma\left(h\left(x_{k}^{(n)}\right)-\frac{1}{2}\right)}{1+\Gamma\left(h\left(x_{k}^{(n)}\right)-\frac{1}{2}\right)} C_{h\left(x_{k}^{(n)}\right)} g\left(x_{i+1}^{(n)}\right)\left(B\left(x_{i+1}^{(n)}\right)-B\left(x_{i}^{(n)}\right)\right), \\
& \quad=\lim _{\|\Delta\| \rightarrow 0} \sum_{i=k}^{k+1} \psi_{1}^{h\left(x_{k}^{(n)}\right)}(f)\left(x_{i}^{(n)}\right) \psi_{2}^{h\left(x_{k}^{(n)}\right)}(g)\left(x_{i+1}^{(n)}\right)\left(B\left(x_{i+1}^{(n)}\right)-B\left(x_{i}^{(n)}\right)\right), \tag{4.13}
\end{align*}
$$

where

$$
\psi_{1}^{h\left(x_{k}^{(n)}\right)}(f)\left(x_{i}^{(n)}\right)=\left(I_{\left[x_{k+1}^{(n)}\right]^{h\left(x_{k}^{(n)}\right)}-\frac{1}{2}}^{f}\right)\left(x_{i}^{(n)}\right) \text { and } \psi_{2}^{h\left(x_{k}^{(n)}\right)}(g)\left(x_{i+1}^{(n)}\right)=\frac{-\Gamma\left(h\left(x_{k}^{(n)}\right)-\frac{1}{2}\right)}{1+\Gamma\left(h\left(x_{k}^{(n)}\right)-\frac{1}{2}\right)} C_{h\left(x_{k}^{(n)}\right)} g\left(x_{i+1}^{(n)}\right)
$$

For $h\left(x_{k}^{(n)}\right)<\frac{1}{2}$ : for each $k=\overline{0, q_{n}-1}$

$$
\begin{aligned}
& \int_{x_{k}^{(n)}}^{x_{k+1}^{(n)}} f(t) g(t) d B_{t}^{x_{k}^{(n)}}=\int_{x_{k}^{(n)}}^{x_{k+1}^{(n)}}\left(K_{h\left(x_{k}^{(n)}\right)}^{*}(f . g)(t)\right) d B_{t} \\
& =\int_{x_{k}^{(n)}}^{x_{k+1}^{(n)}} \int_{t}^{x_{k+1}^{(n)}}(f . g)(u) \frac{\partial K_{h\left(x_{k}^{(n)}\right)}}{\partial t}(u, t) d u d B_{t} \\
& =\int_{x_{k}^{(n)}}^{x_{k+1}^{(n)}} \int_{t}^{x_{k+1}^{(n)}}(f . g)(u) \frac{\partial K_{h\left(x_{k}^{(n)}\right)}}{\partial t}(u, t) d u d B_{t} \\
& =C_{h\left(x_{k}^{(n)}\right)}\left(h\left(x_{k}^{(n)}\right)-\frac{1}{2}\right) \int_{x_{k}^{(n)}}^{x_{k+1}^{(n)}} \int_{t}^{x_{k+1}^{(n)}}(f \cdot g)(u)\left(\frac{u}{t}\right)^{h\left(x_{k}^{(n)}\right)-\frac{1}{2}}(u-t)^{h\left(x_{k}^{(n)}\right)-\frac{3}{2}} d u d B_{t} \\
& =C_{h\left(x_{k}^{(n)}\right)}\left(h\left(x_{k}^{(n)}\right)-\frac{1}{2}\right) \int_{x_{k}^{(n)}}^{x_{k+1}^{(n)}} t^{\frac{1}{2}-h\left(x_{k}^{(n)}\right)} \int_{t}^{x_{k+1}^{(n)}} f(u) . g(u) u^{h\left(x_{k}^{(n)}\right)-\frac{1}{2}}(u-t)^{h\left(x_{k}^{(n)}\right)-\frac{3}{2}} d u d B_{t} \\
& =C_{h\left(x_{k}^{(n)}\right)}\left(h\left(x_{k}^{(n)}\right)-\frac{1}{2}\right) \int_{x_{k}^{(n)}}^{x_{k+1}^{(n)}} t^{\frac{1}{2}-h\left(x_{k}^{(n)}\right)} \frac{-\Gamma\left(h\left(x_{k}^{(n)}\right)-\frac{1}{2}\right)}{1+\Gamma\left(h\left(x_{k}^{(n)}\right)-\frac{1}{2}\right)}\left[g(t) t^{h\left(x_{k}^{(n)}\right)-\frac{1}{2}}\left(I_{\left[x_{k+1}^{(n)}\right]-}^{h\left(x_{k}^{(n)}\right)-\frac{1}{2}} f\right)(t)\right] d B_{t}
\end{aligned}
$$

$$
\begin{align*}
& =C_{h\left(x_{k}^{(n)}\right)}\left(h\left(x_{k}^{(n)}\right)-\frac{1}{2}\right) \frac{-\Gamma\left(h\left(x_{k}^{(n)}\right)-\frac{1}{2}\right)}{1+\Gamma\left(h\left(x_{k}^{(n)}\right)-\frac{1}{2}\right)} \int_{x_{k}^{(n)}}^{x_{k+1}^{(n)}} g(t)\left(I_{\left[x_{k+1}^{(n)}\right]}^{h\left(x_{k}^{(n)}\right)-\frac{1}{2}} f\right)(t) d B_{t} \\
& =\frac{-\Gamma\left(h\left(x_{k}^{(n)}\right)-\frac{1}{2}\right)}{1+\Gamma\left(h\left(x_{k}^{(n)}\right)-\frac{1}{2}\right)} C_{h\left(x_{k}^{(n)}\right)}\left(h\left(x_{k}^{(n)}\right)-\frac{1}{2}\right) \lim _{\|\Delta\| \rightarrow 0} \sum_{i=k}^{k+1}\left(I_{\left[x_{k+1}^{(n)}\right]^{h(n)}}^{\left(x^{(n)}\right)-\frac{1}{2}} f\right)\left(x_{i}^{(n)}\right) g\left(x_{i+1}^{(n)}\right)\left(B\left(x_{i+1}^{(n)}\right)-B\left(x_{i}^{(n)}\right)\right. \\
& =\lim _{\|\Delta\| \rightarrow 0} \sum_{i=k}^{k+1}\left(I_{\left[x_{k+1}^{(n)}\right]^{-}}^{h\left(x_{k}^{(n)}\right)-\frac{1}{2}} f\right)\left(x_{i}^{(n)}\right) \frac{-\Gamma\left(h\left(x_{k}^{(n)}\right)-\frac{1}{2}\right)}{1+\Gamma\left(h\left(x_{k}^{(n)}\right)-\frac{1}{2}\right)} C_{h\left(x_{k}^{(n)}\right)}\left(h\left(x_{k}^{(n)}\right)-\frac{1}{2}\right) g\left(x_{i+1}^{(n)}\right)\left(B\left(x_{i+1}^{(n)}\right)-B\left(x_{i}^{(n)}\right)\right) \\
& =\lim _{\|\Delta\| \rightarrow 0} \sum_{i=k}^{k+1} \psi_{1}^{h\left(x_{k}^{(n)}\right)}(f)\left(x_{i}^{(n)}\right) \psi_{2}^{h\left(x_{k}^{(n)}\right)}(g)\left(x_{i+1}^{(n)}\right)\left(B\left(x_{i+1}^{(n)}\right)-B\left(x_{i}^{(n)}\right)\right), \tag{4.14}
\end{align*}
$$

where

$$
\psi_{1}^{h\left(x_{k}^{(n)}\right)}(f)\left(x_{i}^{(n)}\right)=\left(I_{\left[x_{k+1}^{(n)}\right]^{-}}^{h\left(x_{k}^{(n)}\right)-\frac{1}{2}} f\right)\left(x_{i}^{(n)}\right)
$$

and

$$
\psi_{2}^{h\left(x_{k}^{(n)}\right)}(g)\left(x_{i+1}^{(n)}\right)=\frac{-\Gamma\left(h\left(x_{k}^{(n)}\right)-\frac{1}{2}\right)}{1+\Gamma\left(h\left(x_{k}^{(n)}\right)-\frac{1}{2}\right)} C_{h\left(x_{k}^{(n)}\right)}\left(h\left(x_{k}^{(n)}\right)-\frac{1}{2}\right) g\left(x_{i+1}^{(n)}\right) .
$$

### 4.4.1 Stochastic integraion with respect to mBm

We are finally able to define our integral:
Theorem 4.4 (Definition). Let B be a fractional field fulfiling the assumptions $\left(\mathcal{H}_{1}\right)$ and $\left(\mathcal{H}_{2}\right)$. Let $B^{h}:=\mathbf{B}(., h()$.$) be an m B m$ traced on $\mathbf{B}$ with $h$ a $C_{1}$ function. Assume moreover that the pathwise integral fulfills the condition (4.12) and let $f \times g:=((f \times g)(t))_{t \in[0,1]}$ be an element of $\Lambda_{E}$ such that
$\int_{0}^{t} f(s) g(s) d B_{s}^{h(s)}=\lim _{n \rightarrow+\infty} \sum_{k=0}^{q_{n}-1} \int_{x_{k}^{(n)}}^{x_{k+1}^{(n)}} f(s) g(s) d B_{s}^{h\left(x_{k}^{(n)}\right)}+\int_{0}^{t} f(s) g(s) h^{\prime}(s) \frac{\partial \mathbf{B}}{\partial H}(s, h(s)) d s$,

Proof 4.4.1. Write $\int_{x_{k}^{(n)}}^{x_{k+1}^{(n)}} f(s) g(s) d B_{s}^{x_{k}^{(n)}}$ like in (4.13) and in (4.14) (based on the results obtained by the paper [25]) applied to the kernel in two cases $h\left(x_{k}^{(n)}\right)>1 / 2$ and $h\left(x_{k}^{(n)}\right)<1 / 2$, for each $k=\overline{0, q_{n}-1}$, then develop a sequence of calculus (based on the results obtained by [38] )

For $h\left(x_{k}^{(n)}\right)>\frac{1}{2}:$ for each $k=\overline{0, q_{n}-1}$
$\int_{0}^{t} f(s) g(s) d B_{s}^{h(s)}=\lim _{n \rightarrow+\infty} \sum_{k=0}^{q_{n}-1} \lim _{\|\Delta\| \rightarrow 0} \sum_{i=k}^{k+1} \psi_{1}^{h\left(x_{k}^{(n)}\right)}(f)\left(x_{i}^{(n)}\right) \psi_{2}^{h\left(x_{k}^{(n)}\right)}(g)\left(x_{i+1}^{(n)}\right)\left(B\left(x_{i+1}^{(n)}\right)-B\left(x_{i}^{(n)}\right)\right)+$
$\int_{0}^{t} f(s) g(s) h^{\prime}(s) \frac{\partial B}{\partial H}(s, h(s)) d s$
where
$\psi_{1}^{h\left(x_{k}^{(n)}\right)}(f)\left(x_{i}^{(n)}\right)=\left(I_{\left[x_{k+1}^{(n)}\right]^{h\left(x_{k}^{(n)}\right)}-\frac{1}{2}}^{f}\right)\left(x_{i}^{(n)}\right)$ and $\psi_{2}^{h\left(x_{k}^{(n)}\right)}(g)\left(x_{i+1}^{(n)}\right)=\frac{-\Gamma\left(h\left(x_{k}^{(n)}\right)-\frac{1}{2}\right)}{1+\Gamma\left(h\left(x_{k}^{(n)}\right)-\frac{1}{2}\right)} C_{h\left(x_{k}^{(n)}\right)} g\left(x_{i+1}^{(n)}\right)$
since the second integral on the right-hand side of the above equality exists.
For $h\left(x_{k}^{(n)}\right)<\frac{1}{2}$ : for each $k=\overline{0, q_{n}-1}$
$\int_{0}^{t} f(s) g(s) d B_{s}^{h(s)}=\lim _{n \rightarrow+\infty} \sum_{k=0}^{q_{n}-1} \lim _{\|\Delta\| \rightarrow 0} \sum_{i=k}^{k+1} \psi_{1}^{h\left(x_{k}^{(n)}\right)}(f)\left(x_{i}^{(n)}\right) \psi_{2}^{h\left(x_{k}^{(n)}\right)}(g)\left(x_{i+1}^{(n)}\right)\left(B\left(x_{i+1}^{(n)}\right)-B\left(x_{i}^{(n)}\right)\right)+$
$\int_{0}^{t} f(s) g(s) h^{\prime}(s) \frac{\partial B}{\partial H}(s, h(s)) d s$
where

$$
\psi_{1}^{h\left(x_{k}^{(n)}\right)}(f)\left(x_{i}^{(n)}\right)=\left(I_{\left[x_{k+1}^{(n)}\right]^{-}}^{h\left(x_{k}^{(n)}\right)-\frac{1}{2}} f\right)\left(x_{i}^{(n)}\right)
$$

and

$$
\psi_{2}^{h\left(x_{k}^{(n)}\right)}(g)\left(x_{i+1}^{(n)}\right)=\frac{-\Gamma\left(h\left(x_{k}^{(n)}\right)-\frac{1}{2}\right)}{1+\Gamma\left(h\left(x_{k}^{(n)}\right)-\frac{1}{2}\right)} C_{h\left(x_{k}^{(n)}\right)}\left(h\left(x_{k}^{(n)}\right)-\frac{1}{2}\right) g\left(x_{i+1}^{(n)}\right) .
$$

since the second integral on the right-hand side of the above equality exists.

## Conclusion

In this thesis, we present the property of instant independence and we give a new approach on stochastic integration with respect to the fractional Brownian motion for processes not necessarily adapted based on Levy -Hida representation. Moreover, we have introduced a new approach on stochastic integration for non-adapted processes with respect to the multifractional Brownian motion, based on the results obtained by the paper [25]). Our approach is used to solve stochastic differential equations driven by a fractional and multifractional Brownian motion for integrants not necessarily adapted, hoping that these results will serve to other processes such as sub fractional and sub multifractional Brownian motions, mixed fractional and mixed multifractional Brownian motions or Gaussian processes in general.

## Perspectives

For further work, there are many interesting issues to address such as :

- Using our approach to solve stochastic differential equations driven by a fractional and multifractional Brownian motion for integrants not necessarily adapted.
- Hoping that these results will serve to other processes such as sub multifractional Brownian motions and mixed multifractional Brownian motions.
- Extending the study deal with more general Gaussian processes.
- The fulfilment of numerical simulations related to the results of our research.
- Contribute to resolve accurate problems, in Finance and hydraulics particularly.


## Bibliography

[1] ALÒS, E., LEÓN, J. A., et NUALART, D. Stratonovich Stochastic Calculus for Fractional Brownian Motion with Hurst Parameter Lesser Than 1/2. Universitat de Barcelona. Facultat de Matemàtiques, 2000.
[2] ALÒS, Elisa, MAZET, Olivier, et NUALART, David. Stochastic calculus with respect to Gaussian processes. The Annals of Probability, 2001, vol. 29, no 2, p. 766-801.
[3] ALÒS, Elisa, MAZET, Olivier, et NUALART, David. Stochastic calculus with respect to Gaussian processes. The Annals of Probability, 1999.
[4] ALÒS, Elisa, MAZET, Olivier, et NUALART, David. Stochastic calculus with respect to fractional Brownian motion with Hurst parameter lesser than $1 / 2$. Stochastic processes and their applications, 2000, vol. 86, no 1, p. 121-139.
[5] AYED, Wided et KUO, Hui-Hsiung. An extension of the Itô integral. Communications on Stochastic Analysis, 2008, vol. 2, no 3, p. 5.
[6] AYED, Wided et KUO, Hui-Hsiung. An extension of the Itô integral: toward a general theory of stochastic integration. Theory of Stochastic Processes, 2010, vol. 16, no 1, p. 17-28.
[7] BAUDOIN, Fabrice et NUALART, David. Equivalence of Volterra processes. Stochastic processes and their applications, 2003, vol. 107, no 2, p. 327-350.
[8] BENASSI, Albert, ROUX, Daniel, et JAFFARD, Stéphane. Elliptic Gaussian random processes. Revista matemática iberoamericana, 1997, vol. 13, no 1, p. 1990.
[9] BIAGINI, Francesca, HU, Yaozhong, ØKSENDAL, Bernt, et al. Stochastic calculus for fractional Brownian motion and applications. Springer Science and Business Media, 2008.
[10] BOUFOUSSI, Brahim, DOZZI, Marco, et MARTY, Renaud. Local time and Tanaka formula for a Volterra-type multifractional Gaussian process. 2010.
[11] CARMONA, Philippe, COUTIN, Laure, and Montseny, Gérard. Stochastic integration with respect to fractional brownian motion. Annales de l'I.H.P. Probabilités et statistiques, 2003, p.27-68.
[12] CIESIELSKI, Zbigniew, KERKYACHARIAN, Gérard, et ROYNETTE, Bernard. Quelques espaces fonctionnels associés des processus gaussiens. Studia Mathematica, 1993, vol. 107, no 2, p. 171-204.
[13] CHERIDITO, Patrick. Mixed fractional Brownian motion. Bernoulli, 2001, p. 913-934.
[14] COMTE, Fabienne et RENAULT, Eric. Long memory continuous time models. Journal of Econometrics, 1996, vol. 73, no 1, p. 101-149.
[15] COUTIN, Laure et QIAN, Zhongmin. Stochastic analysis, rough path analysis and fractional Brownian motions. Probability theory and related fields, 2002, vol. 122, no 1, p. 108-140.
[16] DAI, W. et HEYDE, C. C. Itô's formula with respect to fractional Brownian motion and its application. International Journal of Stochastic Analysis, 1996, vol. 9, no 4, p. 439-448.
[17] DECREUSEFOND, Laurent et ÜSTÜNEL, Ali Suleyman. Fractional Brownian motion: theory and applications. In : ESAIM: proceedings. 1998. p. 75-86.
[18] DECREUSEFOND, Laurent et ÜSTÜNEL, Ali Suleyman. Stochastic analysis of the fractional Brownian motion. Potential analysis, 1999, vol. 10, p. 177-214.
[19] DOUKHAN, Paul, OPPENHEIM, George, et TAQQU, Murad (ed.). Theory and applications of long-range dependence. Springer Science and Business Media, 2002.
[20] DUDLEY, Richard. M. P. Billingsley, Convergence of probability measures. 1971.
[21] DUDLEY, Richard M. et NORVAISA, Rimas. An introduction to p-variation and Young integrals. 1998.
[22] DUNCAN, T. E. An Approach to Stochastic Calculus for Fractional Brownian Motion. In : PROCEEDINGS OF THE ANNUAL ALLERTON CONFERENCE ON COMMUNICATION CONTROL AND COMPUTING. UNIVERSITY OF ILLINOIS, 1998. p. 4-9.
[23] DUNCAN, Tyrone E., HU, Yaozhong, et PASIK-DUNCAN, Bozenna. Stochastic calculus for fractional Brownian motion I. Theory. SIAM Journal on Control and Optimization, 2000, vol. 38, no 2, p. 582-612.
[24] DURRETT, Rick. Probability: theory and examples. Cambridge university press, 2019.
[25] FATNA, Hamada et ABDELDJEBBAR, Kandouci., Property of instant independence and stochastic integration. Bulletin of the Institute of Mathematics Academia Sinica,2022, Vol. 17 , No. 2, pp. 219-234.
[26] GRADINARU, Mihai, NOURDIN, Ivan, RUSSO, Francesco, et al. m-order integrals and generalized Itô's formula; the case of a fractional brownian motion with any Hurst index. In : Annales de l'IHP Probabilités et statistiques. 2005. p. 781-806.
[27] GUERRA, João et NUALART, David. Stochastic differential equations driven by fractional Brownian motion and standard Brownian motion. Stochastic analysis and applications, 2008, vol. 26, no 5, p. 1053-1075.
[28] H.-H. Kuo, Introduction to Stochastic Integration, Springer Science+Business Media, 2006.
[29] HU, Yaozhong et ØKSENDAL, Bernt. Fractional white noise calculus and applications to finance. Infinite dimensional analysis, quantum probability and related topics, 2003, vol. 6, no 01, p. 1-32.
[30] JIEN, Yu-Juan et MA, Jin. Stochastic differential equations driven by fractional Brownian motions. 2009.
[31] JOST, Céline. Transformation formulas for fractional Brownian motion. Stochastic Processes and their Applications, 2006, vol. 116, no 10, p. 1341-1357.
[32] KARATZAS, Ioannis, KARATZAS, Ioannis, SHREVE, Steven, et al. Brownian motion and stochastic calculus. Springer Science and Business Media, 1991.
[33] KLEBANER, Fima C. Introduction to stochastic calculus with applications. World Scientific Publishing Company, 2012.
[34] KOLMOGOROV, Andrei N. Wienersche spiralen und einige andere interessante kurven in hilbertscen raum, cr (doklady). Acad. Sci. URSS (NS), 1940, vol. 26, p. 115-118.
[35] KUO, Hui-Hsiung, Extension of stochastic integrals, Proc. Intern. Symp. on Stochastic Differential Equations. 1978, 95-109
[36] KUO, Hui-Hsiung, Multiple Wiener integral. Japan. 1951, 157-169.
[37] KUO, Hui-Hsiung, Stochastic integral. Proc. Imp. Acad. Tokyo.1944, 519-524.
[38] LEBOVITS, Joachim, VÉHEL, Jacques Lévy, et HERBIN, Erick. Stochastic integration with respect to multifractional Brownian motion via tangent fractional Brownian motions. Stochastic processes and their applications, 2014, vol. 124, no 1, p. 678-708.
[39] LEBOVITS, Joachim. Stochastic calculus with respect to Gaussian processes. Potential Analysis, 2019, vol. 50, p. 1-42.
[40] LEBOVITS, Joachim., et al, Introduction to Stochastic Integration with respect to Fractional Brownian Motion, June 2009.
[41] LIN, S. J. Stochastic analysis of fractional Brownian motions. Stochastics: An International Journal of Probability and Stochastic Processes, 1995, vol. 55, no 1-2, p. 121-140.
[42] MANDELBROT, Benoit B. et VAN NESS, John W. Fractional Brownian motions, fractional noises and applications. SIAM review, 1968, vol. 10, no 4, p. 422437.
[43] MARTINA, Zähle, Integration with respect to fractal functions and stochastic calculus I, Prob. Theory Relat. Fields, 1998, P. 333-374.
[44] MITRO, Joanna. Claude Dellacherie and Paul-André Meyer, Probabilités et potentiel. 1991.
[45] MISHURA, IUliia S., MISHURA, Julija S., et MISHURA, Yuliya. Stochastic calculus for fractional Brownian motion and related processes. Springer Science and Business Media, 2008.
[46] MISHURA, Yu S. et POSASHKOVA, S. V. Stochastic differential equations driven by a Wiener process and fractional Brownian motion: Convergence in Besov space with respect to a parameter. Computers and Mathematics with Applications, 2011, vol. 62, no 3, p. 1166-1180.
[47] NEUENKIRCH, Andreas, NOURDIN, Ivan, et TINDEL, Samy. Delay equations driven by rough paths. 2008.
[48] NUALART, D. The Malliavin Calculus and Related Topics Springer Verlag. New York, 1995.
[49] OKSENDAL, B., NUNNO, G., et PROSKE, F. Malliavin Calculus for Levy Processes with Applications to Finance. 2009.
[50] PELTIER, Romain-François et VÉHEL, Jacques Lévy. Multifractional Brownian motion: definition and preliminary results. 1995. Thèse de doctorat. INRIA.
[51] PIPIRAS, Vladas et TAQQU, Murad S. Are classes of deterministic integrands for fractional Brownian motion on an interval complete?. Bernoulli, 2001, p. 873897.
[52] PIPIRAS, Vladas et TAQQU, Murad S. Integration questions related to fractional Brownian motion. Probability theory and related fields, 2000, vol. 118, p. 251-291.
[53] POLLARD, David. Convergence of Stochastic Processes. Springer Series in Statistics. Springer-Verlag, New York, 1984.
[54] RASCANU, Aurel, et al. Differential equations driven by fractional Brownian motion. Collectanea Mathematica, 2002, p. 55-81.
[55] REVUZ, Daniel et YOR, Marc. Continuous martingales and Brownian motion. Springer Science and Business Media, 2013.
[56] ROGERS, L. Chris G. Arbitrage with fractional Brownian motion. Mathematical finance, 1997, vol. 7, no 1, p. 95-105.
[57] RUSSO, Francesco et VALLOIS, Pierre. Forward, backward and symmetric stochastic integration. Probability theory and related fields, 1993, vol. 97, p. 403421.
[58] RUSSO, Francesco et VALLOIS, Pierre. The generalized covariation process and Itô formula. Stochastic Processes and their applications, 1995, vol. 59, no 1, p. 81-104.
[59] SAMKO, Stefan G., KILBAS, Anatoly A., MARICHEV, Oleg I., et al. Fractional integrals and derivatives. Yverdon-les-Bains, Switzerland : Gordon and breach science publishers, Yverdon, 1993.
[60] SHORTLIFFE, Edward H., ALTMAN, R., BRENNAN, P., et al. Networking health: Prescriptions for the Internet. 2000.
[61] STOEV, Stilian A. et TAQQU, Murad S. How rich is the class of multifractional Brownian motions?. Stochastic processes and their applications, 2006, vol. 116, no 2, p. 200-221.
[62] STREIT, Ludwig et HIDA, T. White noise analysis and its application to Feynman integral. In : Measure Theory and its Applications: Proceedings of a Conference held at Sherbrooke, Québec, Canada, June 7-18, 1982. Berlin, Heidelberg : Springer Berlin Heidelberg, 2006. p. 219-226.
[63] VALDINOCI, Enrico. From the long jump random walk to the fractional Laplacian. arXiv preprint arXiv:0901.3261, 2009.
[64] VIITASAARI, Lauri, et al. Integration in a Normal World: Fractional Brownian Motion and Beyond. 2014.
[65] WILLIAMS, R. J. Philip Protter, Stochastic integration and differential equations-a new approach. 1991.
[66] YOUNG, Laurence C. An inequality of the Hölder type, connected with Stieltjes integration. 1936.


[^0]:    ${ }^{1}$ fatna.hamada@univ-saida.dz
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